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Introduction: Why Assessment "Matters" in an Evidence-Based Community Corrections System

James Byrne, Guest Editor
Department of Criminal Justice and Criminology
University of Massachusetts, Lowell

Every day, federal, state, and local community corrections officers are required to make decisions about the “risk level” posed by individuals placed under community supervision. Based on this risk assessment, offenders are assigned to a specific supervision level, where a variety of “tools and techniques” will be applied in an attempt to “manage” the risk posed by these offenders, at least for their time under community supervision. With roughly 100,000 probation and parole officers nationwide supervising an offender population of close to 5 million, it can certainly be argued that risk assessment is the single most important decision made by probation and parole officers today. With large caseloads and shrinking budgets, “triage” is the “name of the game” in the community corrections field; and assessment is a critical first step in any triage process.

In this special issue of Federal Probation, a number of nationally known experts in the field of community corrections have been asked to provide their own assessments of this triage process, focusing specifically on the use of both clinical and actuarial risk assessments by community corrections officers. A number of questions about risk assessment are raised and answered in this issue, including:

- What do we actually mean by risk?
- How reliable and accurate are actuarial and clinical assessments?
- What types of assessment instruments are available for adult offenders, juvenile offenders, and specific offender groups, such as sex offenders, drug offenders, and/or mentally ill offenders?, and perhaps most importantly,
- What evidence exists that links initial (and ongoing) risk assessment (using actuarial and clinical assessment tools) with subsequent offender outcomes (i.e., the link between assessment and risk reduction)?

As the authors of the articles in this special issue demonstrate, we currently know more about how to classify offenders into several categories of “risk” of re-offending than we know about how to reduce their “risk” of re-offending while under community supervision. When viewed in this context, debates over the use of actuarial vs. clinical assessment tools tend to obscure a larger issue: Are we interested in short-term offender control or long-term offender change? I would argue that in an evidence-based community corrections system, a clear link needs to be established, beginning with 1) valid and reliable initial (and ongoing) assessment, continuing to 2) development of risk-specific community corrections interventions, and concluding with 3) identification of subsequent offender outcomes in communities with different community risk levels.
Because risk assessment is the “lynchpin” in this process, it is critical to the success of community corrections, both in terms of short-term offender control and long-term offender change. While much time and effort has focused on how to assess the risk level of individual offenders, far less research has been focused on the assessment of community risk level (see, e.g. Pattavina, et al., 2006). As we conduct further research on how different individuals (such as high- vs. low-risk offenders) respond to community supervision strategies in different communities (such as high- vs. low-risk neighborhoods), we will take the logical next step in the development of an evidence-based community corrections system.

In the first article of this special issue, “Assessment with a Flair: Offender Accountability in Supervision Plans,” Faye Taxman—one of this country’s leading experts on case planning in community corrections—argues that the first rule in evidence-based community corrections practice is that services (both treatment and control-based) to offenders should vary in intensity based on the risk level of offenders. She describes how the risk level of the offender should be considered: first in terms of the intensity and appropriateness of services, and next in terms of the offender’s individual case plan, which should focus on the clinically-based assessment of criminogenic needs (substance abuse, family dysfunction, peer associates, criminal personality, antisocial cognitions, low self control, and other factors, including mental health).

Patricia Harris expands on the notion that both actuarial and clinical assessments are essential components of an evidence-based community corrections system in her excellent review of both types of risk assessment in community corrections. Her article, “What Community Supervision Officers Need to Know About Actuarial Risk Assessment and Clinical Judgment,” reviews the empirical research on the adequacy of both clinical and actuarially-based risk assessment instruments, and then identifies three impediments to the full implementation of actuarial risk assessment in community corrections:

- unclear/cursory presentations on the purpose of actuarial risk assessments to line staff;
- poor communication of offender risk assessment results; and
- failure to recognize the importance of clinical judgment (and skill) in the (actuarial) risk assessment process.

The third article that focuses on the use of actuarial and clinical assessment tools—“Clinical versus Actuarial Judgments in Criminal Justice Decisions: Should One Replace the Other?”—is authored by two of the country’s foremost experts on risk assessment, Stephen Gottfredson and Laura Moriarty. They begin their review by offering the following unequivocal assessment of the two competing approaches to risk assessment: “In virtually all decision-making situations that have been studied, actuarially developed devices outperform human judgments.” While they argue that “there is a place for human judgment and experience in the decision-making process,” they offer the following caveat: over-reliance on human judgment may undermine the accuracy of the risk assessment, because probation and parole officers may “concentrate on information that is demonstrably not predictive of offender behavioral outcomes.”

While the three articles that have just been highlighted present an overview of existing research that has been conducted on both actuarial and clinical risk assessment instruments, the next three articles highlight the use of different types of assessment strategies for different types of offenders. First, Albert Roberts and Kimberly Bender examine the most commonly used risk and mental health needs assessment tools in juvenile corrections in their uniquely titled article, “Overcoming Sisyphus: Effective Prediction of Mental Health Disorders and Recidivism among Delinquents.” The authors discuss the implications of their review for the two central goals of youth assessment in juvenile justice settings: 1) the safety of the community, and 2) the rehabilitation (and clinical treatment) of individual juvenile offenders. [Note: According to the “Myth of Sisyphus” webpage, “The gods had condemned Sisyphus to ceaselessly rolling a rock to the top of a mountain, whence the stone would fall back of its own weight. They had thought with some reason that there is no more dreadful punishment than futile and hopeless labor.”]

Next, Lurigio and Swartz identify and critically review the use of actuarial and clinical risk assessment tools for the large number of adult offenders in our community corrections system.
with serious mental illness (SMI). Focusing specifically on the instruments used to identify offenders with serious mental illness, Lurigio and Swartz describe the results of their recent research testing the accuracy of two “new generation” mental health screening tools in community corrections (the K-6 screening tool, and the Brief Jail Mental Health Screen).

Moving from mentally ill offender assessment devices to sex offender risk assessment devices, Andrew Harris provides a comprehensive review of the research on the use of actuarially-based and clinically-based assessments of sex offender risk. Harris’s article underscores one limitation—at least to some—of a risk-driven community corrections system: If we made decisions about sex offenders based solely on actuarial risk assessment, then very few sex offenders would ever be placed under close supervision, because as a group, sex offenders recidivate at remarkably low rates. The Harris article raises important questions for community corrections managers to consider, not only about the accuracy of sex offender-specific assessment devices using either actuarial or clinical assessment instruments, but also about the interplay between the actual risk posed by various types of sex offenders and the stakes (for offenders, victims, probation/parole officers, and the community) associated with decisions made on the appropriate level of control needed for this group of low-risk but high-stakes offenders. For sex offenders, over-classification appears to be an inevitable consequence of the “risk” assessment process, not because these offenders pose a high risk to recidivate, but rather because for this group of offenders, any risk—one in 10, one in 20 or even 1 in 100—is unacceptable due to the high stakes involved.

One of the challenges facing community corrections managers at the federal, state, and local level is the development of a defensible risk assessment system. By defensible, I am referring to a classification system that is externally reviewed and objectively validated. Two separate articles address this issue directly. First, Anthony Flores, Christopher Lowenkamp, Paula Smith, and Edward Latessa examine the predictive accuracy of the Level of Service Inventory-Revised (LSI-R) for a sample of 2,107 adult federal probationers, using subsequent incarceration (rather than the traditional re-arrest) as their outcome measure. Next, Susan Turner and Terry Fain present the results of their validation of the “Risk and Resiliency Checklist,” first developed in San Diego and currently being used in the Los Angeles Probation Department as the centerpiece of the department’s new automated case planning system. The authors found that a youth’s resiliency score—the net sum of risk factors (which have negative values) and protective factors (which have positive values)—is significantly related to subsequent recidivism, using re-arrest during a 12-month follow-up period (from initial assessment) as the outcome measure.

The final two articles in this special issue challenge much of the current thinking in the area of risk assessment and offer a different set of policy options for readers to consider. James Austin is one of this country’s foremost authorities on institutional and community-based classification systems. His article, “How Much Risk Can We Take? The Mis-use of Risk Assessment in Corrections” describes the six basic steps to follow in developing a risk assessment instrument:

- Risk assessment instruments must be tested on your (own) correctional population and separately normed for males and females,
- An inter-rater reliability test must be conducted,
- A validity test must be conducted,
- The instrument must allow for dynamic and static factors,
- The instrument must be compatible with the skill level of your staff, and
- The risk instrument must have face validity and transparency with staff, probationers, parolees, and policy makers.

Utilizing the concepts presented in his six-step risk assessment development model, Austin provides a critique of the best-known and most commonly used risk assessment instrument, the LSI-R, using illustrative examples from recent studies on the reliability and validity of the LSI-R that he conducted in Pennsylvania (parole board), Washington, and Vermont (community corrections). Austin concludes his review by identifying the “disconnect” that currently exists at the federal, state, and local level between an offender’s risk level and the availability of services: high-risk offenders are under-serviced, while low-risk offenders are over-serviced. As Austin suggests, “It would be helpful for those in the risk assessment business to start advocating a
more reasonable level of intervention that matches the risk they have so carefully calibrated” (this volume).

Byrne and Pattavina’s article, “Clinical and Actuarial Risk Assessment in an Evidence-based Corrections System: Issues to Consider,” concludes the special issue by identifying three topics central to the current debate over the use of actuarial and clinical risk assessment in community corrections: 1) the need to distinguish between risk assessment and risk reduction, 2) the dummying down of community corrections associated with the development of actuarial risk assessment instruments, and 3) the need to combine individual risk assessment and community risk assessment in the next generation of risk-driven supervision strategies.

Taken together, the ten articles included in this special issue of Federal Probation offer readers an opportunity to examine the empirical evidence on the application of actuarial and clinical assessment instruments in community corrections systems, and to consider the new wave of assessment instruments being developed for adult and juvenile offenders and for specific subgroups of offenders (mentally ill offenders, substance abusers, sex offenders). Each author raises challenging issues for policy makers, practitioners, and the public to consider regarding the proper role of assessment in an evidence-based community corrections system.

What “predictions” can be offered about the direction of the field? In the very near future, I suspect that the current focus on the reliability and validity of risk classification systems will be supplanted by discussions of how to improve treatment classification systems in both institutional and community corrections. When this occurs, it will likely be the result of an emphasis on offender change—rather than short-term offender control—as the primary purpose of our community corrections system.
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Assessment with a Flair: Offender Accountability in Supervision Plans

Faye Taxman, Ph.D.
Virginia Commonwealth University

The Standardized Risk and Needs Assessment Tool Dilemma
Clarifying the Concepts of Risk & Dynamic Risk Factors: Actuarial Substance Abuse Family Dysfunctional Peer Associates Criminal Personality Antisocial Cognitions (Attitudes/Orientation/Thinking) Low Self Control Mental Health, Self-Esteem, Low Educational Attainment, Employment & Other Factors Applying Rule #1 in Correctional Agencies Conclusions

RULE NUMBER ONE in EBP (evidence-based practice) is that high-risk offenders should be placed into appropriate treatment services, and that low- and moderate-risk offenders should not receive the same intensity of services. (Note: The use of the term “services” here includes both treatment and control techniques.) While this may seem like a simple concept, it encompasses the following: 1) use actual risk assessments; 2) use dynamic criminogenic needs; 3) adopt responsivity or matching strategies to link offenders to services and controls; and 4) administer heterogeneous programs that address the myriad of offender issues. The goal is to combine all of these together as a supervision plan that identifies the goals and specifies expectations for the offender. These expectancies become the binding agreements that define the criteria for being successful on supervision. Stated simply, assessment is not just a stand-alone process; instead, it is a process that should lead to the goal of a supervision plan that is designed to change the behavior of the offender.

Assessment should be the beginning of the correctional process. Of course in contemporary criminal justice practice, it can occur at a number of points, including arrest and pretrial detention, sentencing, intake to probation/parole or prison, and so on. In other words, it can occur in numerous places, all with slightly different goals—at pretrial to determine risk of flight or danger to society, at sentencing to determine the appropriate punishment and/or placement, at prison to determine security levels, and at probation/parole to determine risk to the community. In all of these calculations, the goal of the assessment is to inform decisions about the degree of restrictions that an offender should be given based on the offender’s history and seriousness of the current offense. The assessment can also contribute to what is traditionally referred to as a “treatment plan,” or more specifically the corrective action plan to help the offender become a productive citizen and contributing member of society. As noted recently by Ed Latessa and his
colleagues (2002), corrections practice today seldom ties the assessment to a plan for the offender. Instead the plan for the offender is generally made based on judicial or parole board decisions.

The most frequent stumbling block is an understanding of the core elements that are embedded in EBP Rule #1, and how to apply these elements in practice. That is, with the tools that are available, often there is a misunderstanding of the concepts of risk and needs. Often the terms “static” and “dynamic” are inappropriately interchanged with risk and needs. Risk refers to the actuarial (or statistical) likelihood that an offender will have further criminal behavior. Dynamic refers to the dimensions of the person’s functionality that, if improved, can affect their involvement in criminal behavior. A clarification of these concepts is the main goal of this paper, with an eye on trying to clarify how best to use these concepts in correctional practice.

The Standardized Risk and Needs Assessment Tool Dilemma

Don Andrews and his colleagues (2006) recently provided a historical review of the concept of objective assessment tools for the criminal justice system. The review detailed the generational development of assessment in the various phases of the criminal justice system over the last 80 years: clinical assessments of offenders’ risk to the community with some emphasis on treatment planning, actuarial risk assessment to assess the likelihood of further criminal behavior, actuarial risk assessment combined with dynamic variables to better guide treatment planning, and actuarial risk assessment tools supplemented by problem-specific tools. The development of standardized tools for the field has accompanied various needs in the criminal justice system, including classification, treatment planning, release decisions (from prison, jail, or parole), and sentencing. Essentially, assessment tools have been developed and used for various purposes, which adds to the complication of how to use the tool(s). Some tools are designed merely to identify risk factors related to certain decisions, while others are designed to identify the factors or needs that, if altered, improve offender outcomes.

As is true for other fields, and as other articles in this issue of Federal Probation note (see papers by Austin and Harris), a major point of discussion in the criminal justice field has been the value of standardized assessment tools compared to that of subjective assessments by counselors and other correctional staff. The preference for subjective assessment is a long-standing issue in the field (as well as in psychology, education, and other disciplines), since professionals feel confident in their decision-making skills, and do not want to succumb to a paper-pencil test. But as discussed by Harris (2006) in another article of this edition, research persists in demonstrating that standardized objective tools enhance decision making, besides providing institutional safeguards against discretionary, biased, or inappropriate decisions. The use of standardized tools minimizes the potential for bias to be introduced into the decision making process by such human factors as the staff person being influenced by the dress, mannerisms, and/or attitude of the offender, in addition to such obvious factors as gender, class, and race.

Of course, the clinical vs. objective tool debate is an overstatement of the relative advantage of an interview with the offender. Third and fourth generations of assessment tools are accompanied by an interview (clinical in nature with “clinical” referring to an interview to collect information from the offender in a manner conducive to assessing the offender’s risk and needs). The purpose of the interview is to gather key information on key domains and then use that information to evaluate the offender’s responses in comparison to the official record (e.g., arrest records, crime report, treatment history etc.). That is, risk assessment with dynamic factors or the latest generation of risk assessment accompanied by specialized tools (such as drug screeners, mental health screeners, etc.) requires a clinical interview to obtain and assess information from the subject. A good assessment process requires interviewing the offender, which allows the criminal justice professional to gather, collect, and evaluate the offender’s responses along with other information obtained in official records. And, as promulgated by Taxman and colleagues (2004) and Taxman (2004), an important part of the interview process is engaging the offender.
in processing his/her own responses to the interview questions as part of a process of engaging the offender in becoming more accountable for his/her behavior.

Lowenkamp, Latessa, and Holsinger (2006) found that many offenders were not screened for actuarial risk before being placed in community correctional programs in Ohio, and that reductions in recidivism were noticeable for high-risk offenders in correctional programs that tended to be multi-dimensional and primarily served high-risk offenders. The authors developed an actuarial risk tool that focused only on the offender’s static risk factors (prior arrests, prior incarceration, age at current arrest, employed at arrest, history of failure in community correctional programs, drug use history). In a series of articles and presentations, they have reported the same results for offenders placed in residential programs, intensive supervision programs, and other correctional programs in Ohio. Using a quasi-experimental design, the researchers illustrate that reductions in recidivism are possible by using standardized risk tools, which help to ensure that high-risk offenders receive the more structured services. Their research also illustrates how poor classification schemes can result in over-classifying offenders (i.e., placing low-risk offenders in inappropriate programs) and only serve to increase the recidivism of this group of offenders. Their research basically supports Rule #1 of EBP regarding the importance of actuarial risk tools. This is the recent addition to a long-standing support for this concept from individual studies and also, more importantly, from recent meta-analyses (see meta-analyses such as Andrews, Bonta, and Hoge, 1990, Andrews et al., 1990; Lipsey & Wilson, 1998; Gottfredson, Najaka, & Wilson, 2001; Wilson, Lipsey, & Derzon, 2003).

Research studies of late have shown that the field is struggling with how best to use the concepts of risk and needs in criminal justice decisions, and particularly on how best to integrate dynamic or need factors. A series of articles in the 2006 Crime and Delinquency (edited by me and Doug Marlowe) illustrate how this struggle occurs. Taxman and Thanner (2006) detail how a randomized trial to examine the efficacy of a seamless probation-treatment protocol was affected by the classification of offenders as drug-involved. Offenders were assessed using an actuarial risk tool in one stage of the experiment and then a clinical assessment was conducted to determine drug use. Using the standard DSM-IV criteria (Diagnostic Statistical Manual IV-TR), a clinician assessed the offenders to be drug abusers. (DSM-IV states the accepted criteria for abuse and dependency.) In this experiment, half of the offenders were classified as high risk and half as moderate risk. However, few of the offenders in either the high risk or the moderate risk categories could be classified as drug dependent by the DSM-IV criteria. (The intervention involved a cognitive behavior treatment that was geared for offenders with drug problems.) Study findings indicate that the seamless system had no impact overall, but analysis found that the seamless system had a positive effect on high-risk and drug-dependent (addicted or serious abuse problems) offenders. In this study, the clinician did not use a standardized tool to assess for a drug problem, which resulted in overclassifying offenders as drug users when in fact many would not have met that criteria if a standardized tool was used. Another article in this edition by DeMatteo, Festinger, and Marlowe (2006) found that in many drug courts numerous offenders are not drug dependent and had generally low-threshold drug use (they were nevertheless classified as drug offenders largely due to their involvement in the legal system, which is one of the criteria for being classified as an abuser). Yet, these offenders are asked to participate in a highly structured program and required to go to drug treatment services. Not surprisingly, the drug courts do not tend to demonstrate reductions in recidivism.

Clarifying the Concepts of Risk & Dynamic

Risk and needs vs. static and dynamic? The third and fourth generation tools combine two concepts into one instrument or protocol. The two concepts are: 1) that actuarial risk factors can be used to determine the degree to which the offender’s history predicts that he/she is likely to be a risk in the community or in a prison setting (i.e., the past predicts the future notion); and 2) that needs or psycho-social factors that should be ameliorated or addressed can be identified to reduce the risk for further involvement in the criminal justice system. The combination of these two concepts into one instrument or a cascading model (using screeners to determine the need for
more in-depth inquiry into a problem area based on the results from the screener, such as fourth generation instruments include) evolved from the needs of the criminal justice system for better classification and treatment placement tools. The researchers constructed the Wisconsin Risk and Needs Tool to allocate service resources accordingly (much like a triage approach, where high-risk offenders would receive the scarce resources first to prevent harm). This resource allocation tool was constructed on a management-model premise.

The field has had a difficult time learning to use these tools in a manner that would facilitate the intended purpose—Rule #1. Again, the intended purpose is to isolate the criminal drivers while keeping in mind the actuarial risk. Criminal drivers refer to the people, places, or things that affect an individual’s involvement in criminal behavior. This means that the current status of an individual in areas that may in the past have been a problem may not be as relevant as other areas. Since many of these instruments use dichotomous (yes/no) responses or three categories of responses (none, some, many), practitioners are often left wondering how to select the drivers from other precursors. And, since many behaviors are intertwined, such as co-occurring disorders of mental health and substance abuse problems, the practitioner needs to determine which factors should be addressed as part of the criminal justice system, and which factors may be important for the person to address in the greater scheme of his or her overall health and well-being, but do not necessarily need to be encompassed in the criminal justice system.

Many attitudes, values, and behaviors lie on a continuum of “no problem” to “severe problem” behavior. This is important to keep in mind, because most human beings exhibit certain negative traits, but it is the degree to which these traits influence the subject’s involvement in negative behavior such as crime or drug use that concerns the criminal justice system. In this case, the negative influence is one that predisposes an individual to engage in certain acts, or hold certain values or attitudes that they tend to hold when engaging in behaviors that are covered by the criminal laws.

**Risk Factors: Actuarial**

In determining actuarial risk, we measure behaviors that predict negative outcomes (increased risk for criminal behavior) (e.g. the concept of predictive validity). The actuarial risk generally refers to demographic or historical factors (past behaviors) that affect the trajectory of an individual. For example, age of first arrest (or incarceration) is a predictor of further involvement with the criminal justice system, since the earlier an individual has been involved in the criminal justice (or juvenile justice) system, the greater the likelihood of future involvement. The actuarial concept in criminal justice is similar to that used in assessing risk factors for health insurance (e.g. family history, age of onset of a disorder, number of occurrences, etc.) or car insurance (e.g. prior driving history, speeding violations, etc.). As discussed by Gottfredson and Moriarty (2006), the statistical methods and methodology for developing these tools are sound. The emphasis is placed on criminal behavior, and the historical factors that predict the likelihood that an offender will continue criminal conduct.

The key question is the criterion variable or the behavior that is being predicted. In traditional criminal justice literature, the criterion variable is new criminal behavior (as measured by new arrests or reincarceration). Yet, many proxies that may be used in a risk assessment may not be direct measures of criminal behavior. Examples are substance use (except the tautology that use of illicit substances is a criminal act) or other victimless crimes (e.g. prostitution, etc.), technical violation for failures on probation and/or parole supervision, and so on. Clarifying this concept is important to differentiate whether the behavior being predicted is actual further criminal behavior. It should be noted that heightened law enforcement activities (arrests) in some geographic areas (which increases the odds for arrest) may influence certain variables. This is why some researchers are focused on certain classes of behavior (e.g. property crimes, violent crimes, etc.) that are less susceptible to the neighborhood context that an individual resides in.
Dynamic Factors: Criminal Drivers

The third and fourth generation assessment tools include questions about dynamic factors, or psycho-social needs that, if unaddressed, tend to increase the risk that the individual will commit criminal acts. That is, while many of these factors may be present in most human beings, it is the degree to which they influence an individual’s daily functionality that determines the degree to which they affect the offender’s behavior (criterion validity). The important component is that these need factors also predict the likelihood that an individual will become involved in criminal behavior due to the impact on the offender’s current behavior. Researchers have found that certain domains are more likely to negatively impact an individual, whereas other domains that we might think, using common-sense, have the same impact (e.g., mental health status, low educational status, or underemployment) are not directly related to criminal conduct.

Substance Abuse

Frequently the statement is made that over 70 percent of offenders are drug involved. This statement derives from reports regarding how many in the offender population report some use of illicit substances during their lifetime (or the lifetime prevalence). This statement many not refer to current use or use that is associated with dysfunctional behavioral. Using a clearer definition, researchers have generally found that about 35 to 50 percent of offenders have substance abuse patterns that require drug treatment (about one third of males, about half of the females) (Belenko & Peugh, 2005; Taylor, Fitzgerald, Hunt, Reardon, & Brownstein, 2001). The drug-crime nexus literature is a complex web that does not illustrate any causality between drug use and other criminal behavior, except for heroin or crack addicts, where the literature is clearer cut. The alcohol-crime nexus also is convoluted (besides the tautology of alcohol consumption in public, etc.), and just like the drug-crime literature, the relationship between substance use and crime depends upon the nature of the use and situation.

Table 1 illustrates the criteria for abuse and dependency accepted in the field (APA, 2004). The DSM-IV criteria differentiate between use and abuse, both of which are defined by the degree to which the use (abuse) affects the person’s daily functions. The literature on drugs and crime is most clear cut about the impact of providing treatment services for drug-dependent heroin and crack addicts—providing treatment will reduce recidivism and substance abuse. Based on this literature, it is suggested that it is important to identify drug-dependent addicts and then place them in appropriate treatment services. The priority should be given to targeting high-need (i.e. dependent) substance abusers for appropriate services. It should also be noted that those involved in the career business (i.e. entrepreneurs or those that are involved in dealing, etc.) may be classified as abusers when in fact their criminal behavior is linked to the business, and not to the drug use. While many involved in the business of drug dealing are also “dabblers” or users of small quantities of substances, their overall use is generally not due to compulsive behavior but rather to opportunity structures.

Family Dysfunctional

Family disarray and histories are generally precursors to learned behaviors—some are negative such as drug use or criminal behavior. Within this context, people learn attitudes, values, and behaviors. Differences exist in how families affect the behavior of men and women based on the degree of dysfunction in the family. For men, the stress from the family is to be a contributor (financial and otherwise) or to play a major role in the family. For women, the stress from the family is to be a caretaker or to be subservient to males in their lives. To obtain the support that is needed from the family, the offender is susceptible to responding to the pressure through criminal behavior (or drug use). The issues regarding the family are complex, in that the household may allow and tolerate certain behaviors in the home, including substance use or criminal behavior. And, the family could have expectations that the offender feels unable to
Peer Associates

The other (and sometimes more influential) support mechanism that many rely upon (non-familial) generally consists of peers or associates. The risk factor is that the offender associates with others in a like situation, and this reinforces the criminal behavior. Over time, the offender essentially loses contacts with prosocial or non-criminal individuals. In other words, the offender fails to maintain the social support network that supports mainstream behaviors (prosocial). This is not just an issue of whether the offender is involved in a gang but rather whether the offender has any close associates that are not connected to criminal behavior. The question here is the degree to which the offender relies upon the peers that are involved in the criminal justice system and whether any of the associates are non-criminally involved.

Criminal Personality

Using the DSM-IV criteria, antisocial personality disorder (ASPD) and impulsive behaviors are part of the composite of personality disorders. According to the DSM-IV, approximately 3 percent of men and 1 percent of women have some form of antisocial personality. As shown in Table 2, the antisocial personality disorder is characterized by a callous unconcern for the feelings of others, gross or persistent attitude of irresponsibility and disregard for social norms, rules, or obligations, incapacity to maintain enduring relationships, low tolerance for frustration and low tolerance for use of aggression or violence, incapacity to experience guilt or to profit from experience, or marked proneness to blame others for the behavior that the offender exhibits. This personality disorder differs from psychopathy, which is a more callous version of an ASPD, and some states have developed legal or judicial definitions of what constitutes a psychopath. In terms of the medical definition (according to the DSM-IV), a psychopath is defined as having no concern for the feelings of others and a complete disregard for social obligations. The psychopath is generally considered callous and incapable of forming lasting relationships; the psychopath lacks empathy, remorse, anxiety, or guilt and tends to be devoid of conscience. Psychopaths are the extreme criminal personality. A proper diagnosis requires clinical skills as well as standardized tools (see the Hare’s Psychopath Checklist, Hare, 1990).

Antisocial Cognitions (Attitudes/Orientation/Thinking)

As distinct from the personality disorder is the attitudes and cognitions of offenders. Yochelson and Samenow (1976) in their seminal work identified 36 thinking errors that they believed are used to shun responsibility, at least as defined by society’s standards. The continuum of criminality is from responsible to irresponsible; under “irresponsible” behavior, there is a range from nonarrestable to arrestable behavior. The scholars contend that all individuals have these kinds of thinking errors; however, criminals exhibit more of them, and they tend to be on the irresponsible end of the continuum in many of the areas. The thinking error phenomenon gained further steam with the work by Walters (1990) and his colleagues, in which they developed eight subscales to measure criminal thinking; Walters’ work influenced a new tool on criminal thinking errors (Knight, Garner, Simpson, Morey, & Flynn, 2006). Most of this work has been criticized because the tools to measure criminal thinking have not been validated on a non-offender population, and therefore it is unclear whether these characteristics are concentrated in offenders or distributed among the general population. Also many of the “thinking errors” are common defense mechanisms that are used by human beings to handle situations.

The typical thinking errors include dominance, entitlement, self-justification, displacing blame, optimistic perceptions of realities, and “victim stance” (e.g. blaming society because they are considered outcasts). As noted by Mark Lipsey and Nana Landenberger (2006), such “distorted
thinking may misperceive benign situations as threats (e.g., be predisposed to perceive harmless remarks as disrespectful or deliberately provocative), demand instant gratification, and confuse wants with needs” (p. 57). The issue about attitudes and orientation is that the focus is on how the offender processes and interprets information.

Low Self Control

Impulsive and risk-taking behavior is another dynamic characteristic of offenders. The general premise is that low self control does not define criminal behavior; instead, it provides a context for criminal acts depending upon opportunities and other motivating factors. A person’s decision to engage in criminal acts is affected by other factors such as natural constraints, attachments to parents, school, employment, and so on (Gottfredson and Hirschi 1990, p. 95-97). Low self control is exhibited by the offender being easily persuaded by situational and environmental factors, and without attachments there is little to constrain the individual.

Mental Health, Self-Esteem, Low Educational Attainment, Employment & Other Factors

Mental health status, self-esteem, low educational attainment, low employment options, and other factors are frequently discussed in the realm of criminogenic needs. The definition of a criminogenic need is that the factor predicts criminal behavior, and the research literature does not demonstrate that the presence of these attributes predicts recidivism or involvement in criminal behavior. Rather, low educational attainment and unemployment appear to be correlated with the offender population, which leads some to conclude that addressing these factors may also reduce recidivism. As discussed previously with other substance abuse and ASPD, the behaviors range on a continuum. The same is true with mental health disorder, where the problems range from anxieties or depression to erratic and/or risky behavior (e.g. hears voices or expresses disorganized, disoriented, or paranoid thoughts; appears lethargic and sad; unusually manic in behavior, etc.). However, it is generally recognized that in order to improve an offender’s wellbeing (which may not be related to recidivism reduction efforts), he or she would benefit from improved employment, educational, and mental health status(es). Ultimately, addressing these issues may affect the ability of the individual to be a contributing member of society and/or family; it is unclear whether addressing these factors in and of themselves will affect criminal behavior.

Applying Rule #1 in Correctional Agencies

Exhibit 1 illustrates the implementation of these principles into a model. Essentially, actuarial risk level should be determined to identify what is the offender’s likelihood of further criminal behavior. High-risk offenders should be targeted for treatment-based on the area (s) in which they score moderate or high on criminogenic needs. That is, the offender needs to be assessed also on the criminogenic needs to identify the drivers to their criminal behavior. The notion is that, similar to treatment placement models, actuarial risk should drive the priority for intensive control and appropriate services, with a focus on selecting programs that address multiple problem areas. “Appropriate” refers to attention to the criminogenic factors that have been identified.

The model presented in the exhibit illustrates how the criminogenic factors can exist regardless of risk level. That is, a substance abuser may be low risk due to the fact that he or she does not have a history in the criminal justice system. Other criminogenic factors may exist in that low-risk person, but they are more likely to be low to moderate in severity. As the offender moves along the continuum of risk (moderate to high), then it is more likely that more severe problem behaviors may occur. This is a byproduct of the offender’s inability to be a productive, contributing member of society. For example, a high-risk offender may have criminogenic needs
relating to self control, peer associates, ASPD, and substance abuse. The combined treatment and control strategies should be designed to address these issues. The model also suggests that the high-risk offender is more involved in situations, settings, and individuals that are likely to further their criminal conduct. Hence, control and treatment services should be concentrated on this individual to achieve the desired goal of reducing the risk of recidivism.

Conclusions

The purpose of this article is to further elaborate on Rule #1 in Evidence-based practices to better illustrate the concepts and to define criminogenic needs in the context of risk level. This article is driven by the needs of the field to translate the principle into operational terms. An actuarial-based risk screen is important to determine the degree to which offenders should be given services and resources to ameliorate criminal behavior. The type of services is determined by how the offender “scores” or presents on several criminogenic areas. Those offenders with high criminogenic needs, particularly those that are high or moderate risk, should be given services to ameliorate the criminogenic need, which should reduce the risk for recidivism. Exhibit 1 conceptually presents the framework underscoring EBP #1; the challenge to organizations is to implement this principle.

The field faces several challenges relating to organizational stamina in implementing Rule #1 by following this core concept. The first challenge is the willingness of the organization to focus services on high-risk offenders, which generally means that moderate-or low-risk offenders should not be given such services. Minimizing the provision of services for low-risk offenders essentially results in decisions that the probation supervision should minimize the disruption from prosocial behaviors, since they are likely the glue that is preventing the offender from becoming criminally involved. Another factor is that the case plan/supervision plan should be driven by the goal to ameliorate the criminogenic drivers. This is critical, since it provides the formula for reducing the risk of offenders in the community. Exhibit 1 illustrates that when an individual is identified as having moderate or high criminogenic needs, then the plan should be to address these criminal drivers in the case plan. That is, the results of the assessment are directly relevant to the components of the case plan, because it provides an avenue to assist the offender in attending to issues that are relevant to his or her life. In short, EBP #1 challenges the organizations to redo case plans so that they address the drivers (criminogenic needs) that are more pertinent to the situational factors of the offenders. In so doing, case plans become the glue for the offender that addresses the risk factors.
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Table 1: DSMIV-TR Criteria for Substance Abuse for Dependency

<table>
<thead>
<tr>
<th>Criteria for Substance Abuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>A pattern of substance use leading to significant impairment or distress, as manifested by one or more of the following during in the past 12 month period:</td>
</tr>
<tr>
<td>1. Failure to fulfill major role obligations at work, school, home such as repeated absences or poor work performance related to substance use; substance-related absences, suspensions, or expulsions from school; neglect of children or household</td>
</tr>
<tr>
<td>2. Frequent use of substances in situation in which it is physically hazardous (e.g., driving an automobile or operating a machine when impaired by substance use)</td>
</tr>
<tr>
<td>3. Frequent legal problems (e.g. arrests, disorderly conduct) for substance abuse</td>
</tr>
<tr>
<td>4. Continued use despite having persistent or recurrent social or interpersonal problems (e.g., arguments with spouse about consequences of intoxication, physical fights)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Criteria for Substance Dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependence or significant impairment or distress, as manifested by 3 or more of the following during a 12 month period:</td>
</tr>
<tr>
<td>1. Tolerance or markedly increased amounts of the substance to achieve intoxication or desired effect or markedly diminished effect with continued use of the same amount of substance</td>
</tr>
<tr>
<td>2. Withdrawal symptoms or the use of certain substances to avoid withdrawal symptoms</td>
</tr>
<tr>
<td>3. Use of a substance in larger amounts or over a longer period than was intended</td>
</tr>
<tr>
<td>4. persistent desire or unsuccessful efforts to cut down or control substance use</td>
</tr>
<tr>
<td>5. Involvement in chronic behavior to obtain the substance, use the substance, or recover from its effects</td>
</tr>
<tr>
<td>6. Reduction or abandonment of social, occupational or recreational activities because of substance use</td>
</tr>
<tr>
<td>7. Use of substances even though there is a persistent or recurrent physical or psychological problem that is likely to have been caused or exacerbated by the substance</td>
</tr>
</tbody>
</table>

**Table 2: DSMIV-TR Criteria for Antisocial Personality Disorder (ASPD)**

**Criteria for Antisocial personality Disorder**

Antisocial personality disorder is defined as a pervasive pattern of disregard for and violation of the rights of others since the age of 15 as indicated by three or more of the following:

1. Failure to conform to social norms with respect to lawful behaviors 2. Deceitfulness (repeated lying) or use of aliases or conning others for personal profit or pleasure

2. Impulsivity or failure to plan ahead

3. Reckless disregard for safety of self or others

4. Consistent irresponsibility, as indicated by failure to sustain work and honor financial obligations

5. Lack of remorse, as indicated by being indifferent to or rationalizing having hurt, mistreated, or stolen from another

Source: ApA, 2004
Exhibit 1: Individual Criminogenic Needs & Actuarial Risk: Identifying the Pattern to Determine the Intervention

<table>
<thead>
<tr>
<th>Criminogenic Needs</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substance Abuse</td>
<td><img src="image" alt="Low Substances" /></td>
<td><img src="image" alt="Medium Substances" /></td>
<td><img src="image" alt="High Substances" /></td>
</tr>
<tr>
<td>Criminal Personality</td>
<td><img src="image" alt="Low Personality" /></td>
<td><img src="image" alt="Medium Personality" /></td>
<td><img src="image" alt="High Personality" /></td>
</tr>
<tr>
<td>Antisocial Cognition</td>
<td><img src="image" alt="Low Antisocial" /></td>
<td><img src="image" alt="Medium Antisocial" /></td>
<td><img src="image" alt="High Antisocial" /></td>
</tr>
<tr>
<td>Peer Associates</td>
<td><img src="image" alt="Low Peer" /></td>
<td><img src="image" alt="Medium Peer" /></td>
<td><img src="image" alt="High Peer" /></td>
</tr>
<tr>
<td>Dysfunctional Family</td>
<td><img src="image" alt="Low Dysfunctional" /></td>
<td><img src="image" alt="Medium Dysfunctional" /></td>
<td><img src="image" alt="High Dysfunctional" /></td>
</tr>
<tr>
<td>Low Self-Control</td>
<td><img src="image" alt="Low Self Control" /></td>
<td><img src="image" alt="Medium Self Control" /></td>
<td><img src="image" alt="High Self Control" /></td>
</tr>
</tbody>
</table>
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COMMUNITY SUPERVISION OFFICERS as well as academics whose expertise includes offender classification may be surprised by the title of this article; after all, actuarial risk assessment tools have been available to the field of corrections in one form or another (e.g., Baird, Heinz, & Bemus, 1979; Hoffman, 1994; Nuffield, 1982) for over 25 years and reliance on actuarial risk prediction is now a fundamental precept of widely promoted evidence-based practices (Bogue, Campbell, Carey, Clawson et al., 2004). On the other hand, recent research on classification practices in community supervision indicates that support for actuarial risk assessment is far from universal. According to a national survey reported in 2001, roughly one-quarter of probation and parole agencies and approximately 44 percent of community corrections treatment providers contacted had not yet incorporated standardized risk assessment tools into supervision practice (Hubbard, Travis, & Latessa, 2001). In a later survey conducted by the National Institute of Corrections (2003) of 74 public community corrections agencies exercising jurisdiction over more than half of the probationers and parolees under supervision in the U.S., respondents expressed concerns about the accuracy of the instruments and their capacity to really measure offender risk.

Anyone who has worked with or studied probation and parole officers recognizes that skepticism about actuarial assessment, or alternately, belief in the supremacy of professional judgment about an offender’s likelihood of new criminal activity, is prevalent in community corrections, even in agencies that have adopted “state of the art” tools. This article addresses three factors that may be interfering with greater investment by community supervision officers in actuarial risk assessment. The first is overconfidence in the influence of perfunctory discussions of the clinical versus actuarial debate. Due perhaps to the longstanding availability of statistical assessment tools in corrections practice, training in actuarial risk assessment emphasizes historical overviews of the development of actuarial prediction (i.e., the “generations” of assessment techniques), at the expense of more persuasive explanations of why or under what conditions so-called clinical or professional judgment yields less accurate predictions than empirically derived tools. A second potential impediment concerns shortcomings in risk communication and understanding; a growing body of research indicates that decision-makers’ acceptance and utilization of assessment results may depend on precisely how offender risk is summarized. The third is the tendency to portray actuarial and clinical assessment methods as a black and white debate,
thereby failing to recognize and affirm the importance of clinical judgment and skill to the successful execution of actuarial risk assessment.

Research on Clinical Versus Actuarial Predictions of Offender Risk

Studies that specifically address the efficacy of clinical judgment relative to actuarial assessment can be sorted into two categories. The first consists of research that compares the prediction accuracy of unstructured clinical judgments with that of actuarial tools. The second includes studies that compare structured clinical judgments with actuarial tools. Referred to simply as “clinical judgments” in most literature on this topic, unstructured clinical judgment involves the exercise of educated intuition, where information items gleaned from interviews, client history, psychometric instruments, and conferences with other professionals are engaged at the discretion of the individual carrying out the assessment (Meehl, 1954).

In contrast, structured clinical judgment refers to use of scores from formal instruments that either were designed and validated for purposes other than prediction of recidivism (and whose individual items may or may not exhibit correlations with recidivism outcomes), or that were developed to predict recidivism but which incorporate items selected for their plausibility (such as may be suggested by relevant literature) rather than as a result of statistical research during the creation of the instrument in question. An example of the former is the Hare’s Psychopathy Checklist-Revised (PCL-R), created solely for the purpose of measuring psychopathy, a clinical construct (Hare, 2003). Examples of the latter include the Historical-Clinical-Risk Management-20 (HCR-20; Webster, Douglas, Eaves, & Hart, 1997) and the Multifactorial Assessment of Sex Offender Risk for Recidivism (MASORR; Barbaree, Seto, Langton, & Peacock, 2001). Douglas and Kropp (2002) prefer the label structured professional judgment over structured clinical judgment, in recognition of the numerous nonclinical professionals (such as probation officers and victim services personnel) who engage in risk prediction activities.

The key difference between actuarial and any clinical risk assessment is that the former includes only items known to correlate with outcome variables, as determined by statistical analysis of representative samples of cases followed up over fixed periods of time, such as three years. Depending upon the instrument, these items may also be weighted or otherwise subjected to mathematical manipulation and ultimately combined to optimize prediction accuracy. Higher scores on actuarial tools correspond to higher probabilities of reoffending.

Unstructured clinical judgment versus actuarial risk prediction

Most conclusions about the inferiority of clinical predictions relative to actuarial ones are based upon research about unstructured clinical judgments. In the area of offender risk, the majority of these comparisons focus on the decision to release mentally disordered or violent offenders from psychiatric institutions, and their subsequent behaviors upon entry into the community. Researchers then assess which of the two methods, clinical or actuarial, better predicted both success and failure (e.g., reoffending) during a follow-up period. Examples of research producing results favorable to actuarial assessment include Quinsey and Maguire (1986) and Gardner, Lidz, Mulvey, and Shaw (1996).

Less common is research targeting more general populations of offenders, but again, analyses focus on success of institutional release decision-making. Wormith and Goldstone (1984), for example, examined the relative importance of subjective judgment variables (such as employment plans, prognosis upon release, and police recommendations) and static variables (such as criminal history, offense type, prior supervision outcomes, and demographic characteristics) in the statistical prediction of rearrest or revocation in a sample of 203 male offenders paroled from Canadian penitentiaries. The researchers found that inclusion of clinical variables in the model made only minimal improvements in the ability to correctly classify success and failures.

Influential descriptive reviews of compilations of research studies comparing the relative efficacy
of actuarial predictions and clinical judgments appear in Meehl (1954) and Grove and Meehl (1996). The latter work is particularly extensive, reporting on 136 published studies in a wide variety of contexts, including success in employment and education, adjustment to military life, psychotherapy outcome, and medical diagnoses as well as recidivism. Together, these reviews indicate that predictions based on clinical judgment only rarely outperform actuarial assessments and, more frequently, that the latter match or exceed clinical predictions in accuracy. Of the 136 studies examined by Grove and Meehl, 8 favored clinical judgment, 64 favored actuarial methods, and 64 exhibited “approximately equivalent accuracy” (p. 298).

These 136 studies were later subjected to a meta-analysis by Grove et al. (2000). The analysis of effect sizes revealed that statistical predictions outperformed clinical predictions on average 10 percent of the time, and greatly exceeded the latter in at least one-third of comparisons. The actuarial predictions of criminal or delinquent behavior reported in this study, by the way, were always more accurate than clinical predictions of the same.

The Grove and Meehl (2000) study is noteworthy not just for the number of studies analyzed but because the authors rule out competing explanations for the superior performance of actuarial predictions, including the assessor’s field of training, length of experience, and task-related experience. In addition, they confirmed that actuarial predictions were more accurate than clinical predictions, even when clinicians had access to and employed a greater number of variables than was available for use in the statistical prediction.

A different approach to comparing clinical and actuarial assessment appears in Mossman (1994), who calculated Area under the Curve (AUC) statistics for each of 44 published studies involving the prediction of violence in a total of 16,000 subjects consisting of parolees, psychiatric patients, and indictees. The AUC represents the probability that a subject has been correctly classified relative to a subject classified by chance (Hanley & McNeil, 1982). An AUC value of .50 indicates a prediction that does not improve upon chance. The higher the AUC value, the more accurate is the prediction and greater is the improvement upon chance. The AUC is now a favored statistic for summarizing prediction accuracy, not just because it takes both false positive and false negative errors into account, but because it is independent of both base rates (the frequency of negative outcomes in the sample in question) and cutoffs used for delineating high-from low-risk cases (Rice & Harris, 1995), which could otherwise favor prediction outcomes.

Unlike the works examined by Meehl (1954) and Grove and Meehl (1996), none of the studies included by Mossman reported direct comparisons of prediction methods, but rather outcomes from a single prediction method. Techniques represented in Mossman’s compilation included clinical judgment, use of past behavior as a prediction device, and discriminant analysis, both with and without cross-validation. By comparing the value of AUC across the various studies, Mossman demonstrated that clinicians were able to differentiate violent from nonviolent subjects with “a modest, better-than-chance level of accuracy” (p. 790), a finding that was unaffected by whether the prediction was short- or long-term. Predictions generated by discriminant analyses, including those involving cross-validation where shrinkage of prediction accuracy is the norm, were superior to those produced by other methods.

Studies favoring actuarial methods are not without their detractors. Litwack (2001) observes that efforts claiming to directly compare clinical and actuarial assessments really do not provide such contrasts; studies that employ offenders released from institutions as the population as subjects for follow-up do not include all offenders recommended for release and can include offenders released against the clinician’s judgment. Further, the clinicians whose judgments were studied may not have had access to the array of variables used in statistical predictions. Litwack also objects to the studies’ lack of cross-validation in both clinical and statistical predictions on new samples, which would allow for a comparison of shrinkage across the two methods.

*Structured clinical judgment versus actuarial risk prediction*

Most contemporary research regarding the “clinical versus actuarial” question examines the relative efficacy of specific assessment tools (e.g., Barbaree, Seto, Langton, & Peacock, 2001;
Characteristic of these analyses is the comparison of the accuracy of predicted outcomes obtained from the application of various structured clinical and actuarial instruments, using the same population of offenders.

Instruments of the structured clinical judgment type are like actuarial tools in that they are also founded in empirical research. They differ from actuarial tools in that items were not included specifically for their correlations with recidivism. Despite this difference, however, overall scores may predict outcomes of interest with fairly good success. This may be true even of instruments such as the PCL-R that were developed for purposes other than prediction of recidivism (Hemphill & Hare, 2004).

Several representative studies help to illustrate the kinds of outcomes produced by comparison of actuarial and structured clinical tools. Douglas, Yeomans, and Boer (2005) compared the predictive accuracy of five assessment tools using a randomly selected group of 188 male offenders released from federal institutions in Western Canada onto community supervision between 1989 and 1994, nearly all of whom (98.4 percent) had at least one conviction for a violent offense. Instruments used in the analysis included the Violent Offender Risk Assessment Scale (VORAS; Howells, Watt, Hall, & Baldwin, 1997), the Violence Risk Appraisal Guide (VRAG; Quinsey, Harris, Rice & Cormier, 2006), the Historical-Clinical-Risk Management-20 (HCR-20), the Hare’s Psychopathy Checklist-Revised (PCL-R), and the Hare’s Psychopathy Checklist: Screening Version (PCL:SV). Of the five tools studied, just two—the VRAG and VORAS—merited categorization as actuarial instruments.

The offenders were followed up for an average of 7.68 years. Analyses of the predictive accuracy of each instrument’s total scores with respect to new violence revealed that the HCR-20 produced the highest AUC value. The value of the AUC for the HCR-20 total score was .82, compared with .79 for the VRAG, .76 for the PCL-R, .73 for the PCL:SV, and .61 for the VORAS. Particular components of some structured clinical instruments also produced high AUC values, including factor 2 of the PCL-R, with an AUC of .82, and the Risk Management scale of the HCR-20, with an AUC of .80. These results led the authors to conclude that a position of “strict actuarial authority” is unfounded.

Barbaree, Seto, Langton, & Peacock (2001) reported a comparison of the predictive accuracy of the PCL-R and six instruments commonly employed to assess sex offender risk, using 215 sex offenders released from a sex offender treatment program in a Canadian prison between 1989 and 1996 and followed up for an average of 4.5 years. In addition to the PCL-R, other instruments included the VRAG and five tools developed specifically for the prediction of sex offender risk: the MASORR, the Sex Offender Risk Appraisal Guide (SORAG; Quinsey, Harris, Rice & Cormier, 2006), the Rapid Risk Assessment of Sex Offender Recidivism (RRASOR; Hanson, 1997), the Static-99 (Hanson & Thornton, 1999), and the Minnesota Sex Offender Screening Tool, Revised (MnSOST-R; Epperson, Kaul, & Hesselton, 1998). The VRAG, SORAG, RRASOR, Static-99, and MnSOSTR are actuarial tools; as noted earlier, both the PCL-R and MASORR are structured clinical judgment instruments.

The authors used three outcome measures: any recidivism, any serious recidivism, and any sexual offense recidivism. Analysis revealed that while some instruments were fairly good at predicting all three outcomes, no one instrument was superior in all three. For example, the SORAG yielded highest AUC values for any recidivism and any serious recidivism, at .76 and .73, respectively, but the RRASOR produced the highest AUC for any sexual offense recidivism, at .77. Of no small significance, the RRASOR is very easy to use and score. Finally, instruments falling within the structured clinical judgment category (i.e., the PCL-R and MASOR) yielded less successful predictions of new sexual offending than those that were actuarial.

Gray et al. (2004) examined the predictive accuracy of three instruments with varying clinical content in a sample of 315 mentally disordered offenders following release from a medium security institution in the United Kingdom between 1992 and 1999. Offenders were tracked for at least 3 years. Instruments included the PCL-R, the HCR-20, and the Offender Group.
Reconviction Scale (OGRS; Copas & Marshall, 1998). Instruments were chosen for their differential emphases on clinical variables, with the PCL-R relying most heavily on clinical judgment, the OGRS using no subjective measures, and the HCR-20 falling in between. Using various analytic techniques, the authors consistently found that the OGRS yielded the most accurate predictions of reoffending.

In summary, comparisons of structured clinical judgment instruments with actuarial tools sometimes find that the former can produce results on par with or even better than the latter. More frequently, however, actuarial tools yield highest AUC values in prediction outcomes.

Comparisons like the ones summarized above have some limitations. Just because one tool happens to yield a higher AUC compared to another in the same sample of offenders does not mean that the difference between the instruments’ AUCs is statistically significant. For example, Kroner and Mills (2001) conducted a comparison of the PCL-R, HCR-20, VRAG, Level of Service Inventory, Revised (LSI-R; Andrews & Bonta, 2001), and the Lifestyle Criminality Screening Form (LCSF; Walters, 1997). While actuarial instruments (VRAG and LSI-R) yielded more accurate predictions than the others, the differences between the AUC values were not statistically significant, suggesting a larger than desirable probability that they were due to chance factors in sampling alone. Hemphill and Hare (2004) point out that comparisons of the PCL-R with instruments designed to measure official indices of recidivism overlook its utility in predicting a wide range of antisocial conduct, such as institutional escapes, violations of community supervision, and deviant sexual interest. Thus, failure to include such behaviors in an outcome measure can suppress the value of the PCL-R in making predictions about offender risk.

Which assessment method is better, and why?

In summary, the case for or against clinical judgment is more complex than is typically represented to the field of community corrections. At this time, there is no strong empirical case to be made for risk assessments based on unstructured clinical judgments. Only rarely are their predictions of greater accuracy than actuarial methods; much more frequently, they are inferior.

Though some research demonstrates that structured clinical assessments can fare as well or better than some actuarial tools in some populations, there are important considerations that nonetheless tip the scales in favor of actuarial tools. Generally speaking, structured clinical tools are neither intended for nor have been validated on general populations of offenders. Certain instruments of the structured clinical variety can take longer to administer than the typical actuarial tool. For example, the PCL-R involves a three-hour interview. (While the PCL-R can also be coded from existing files, sufficient documentation would not be available in the files of most offenders entering community supervision, even if only felons were considered.) Whatever their superiority under some conditions and in specific populations, there is no compelling reason to favor these instruments over actuarial tools that have been purposely developed for use in assessing general populations of offenders under community supervision.

Readers not yet persuaded by this discussion should note that much corroborating research exists outside of the “actuarial versus clinical” arena to substantiate the suggestion that individuals acting on their own judgment are notoriously poor at estimating risk (see, e.g., Connolly, Arkes, & Hammonds, 2000; Kahneman, Slovic, & Tverksy, 1982; Slovic, 2000a). Risk perception is an inherently error-prone process, affected by biases and speculative principles formed on the basis of a person’s limited experience. For example, decision-makers typically fail to take base rates (the frequency with which the outcome of interest occurs in the population) into account when making predictions. To some extent this may be a function of not knowing base rates, yet research finds individuals will take base rates into account only when there is no other information and that they will give preference to irrelevant information, such as a stereotype, over base rates when both are available (Tverksy & Kahneman, 1974).

Individuals generally overlook cumulative effects on risks when making predictions (Slovic, Fischhoff, Lichtenstein, 1982). Retrievability and salience factors also distort the accuracy of
subjective predictions. Retrievability refers to risk misrepresentation that occurs when easily remembered events are mistaken for frequently occurring events. Likewise, the salience (impact) of an event will cause decision-makers to unjustifiably heighten estimates of its reoccurrence (Tversky & Kahneman, 1974). Females and males tend to assign different probabilities to identical events, even when they have training in the same field (Barke, Jenkins-Smith, & Slovic, 1997). The interaction of the decision-maker’s race and sex also accounts for variation in risk perceptions, possibly due to the perceived vulnerability of particular groups relative to others (Satterfield, Mertz, & Slovic, 2004; Slovic, 2000b).

In the absence of empirically based structured decision-making aids for predictions about offender risk, even the most trained and seasoned professionals make predictions that typically perform no better than chance (Monahan, 1981). Of course, some unassisted predictions can be less accurate than a chance-based classification system. Errors are especially likely when corrections practitioners are asked to make program decisions that have the potential to affect public safety. The tendency to make predictions that err on the side of public safety leads to unnecessarily restrictive decisions in offender release or supervision, otherwise known as over-classification. For example, Bonta and Motiuk (1990) compared rates of recommendations for placements in halfway houses across three jails, two of which employed the LSI-R as a classification instrument and one of which relied on a subjective decision-making tool. In the jails that used the LSI-R, 51 percent of assessed offenders were recommended for halfway house placement versus only 16 percent of offenders classified subjectively.

In short, actuarial tools are superior because they limit discretion that would otherwise result in erroneous and conservative predictions; take advantage of large quantities of information, as well as redundant and multiple measures, to maximize prediction accuracy; help to predict recidivism in diverse groups of offenders; and, in comparison to structured professional judgment tools, take less time to administer. On the other hand, the contributions of structured clinical judgment cannot be discounted with respect to certain populations of offenders. As Quinsey, Harris, Rice, and Cormier note (2006, p. 72), “human judgments applied in a very structured way play a large role in the actuarial prediction of violence.”

**The Communication of Offender Risk**

A growing body of research indicates that the manner in which a risk prediction is reported can alter the user’s understanding and acceptance of assessment results. For example, Slovic, Monahan, and MacGregor (2000) found that forensic psychologists and psychiatrists were more likely to view a client’s risk as higher when that risk was reported as a frequency (e.g., 10 out of 100 subjects with the client’s characteristics are known to reoffend) than as a probability (e.g., the subject has a 10 percent likelihood of reoffending), though both portrayals clearly represent identical risks. Slovic and Monahan (1995) found that the range of the response scale provided to clinicians affected the magnitude of the risk decision they eventually rendered. That is, the clinicians were far more likely to assign lower probabilities to a client’s future dangerousness when provided with a scale that had six values between 0 and 10 percent, than when provided with one that included just two values, 0 and 10 percent.

Two studies in particular help to highlight particular features of offender risk communication that may help to explain why some users remain resistant to actuarial instruments, however advanced empirical justifications for these instruments may be. While such studies focus specifically on the communication of risk of violence and employ only mental health professionals in the role of decision-makers, they have implications for communication of general risks of recidivism in community corrections.

*Resistance to quantification of offender risks*

In the first study, Hilton, Harris, Rawson, and Beach (2005) asked the question: What is the best way to “package” objective, statistical risk information to clinical staff working in a forensic
mental hospital to encourage more widespread use of that information? To answer these questions, the authors presented study participants with several variations of two hypothetical cases, the first, a lower-risk subject (.24 probability of recidivism over 10 years) and the second, a higher-risk subject (.64 probability over 10 years). Both were male patients in maximum security. The descriptions of hypothetical cases included either risk-relevant information (taken from the VRAG) or risk-irrelevant information (e.g., subject’s weight, health, and personal preferences). Descriptions also included different summaries of subjects’ likely risk, which took the form of one of the following a) a probability; b) a frequency; or c) a statement that no summary of risk was yet available. Taking all possible variations into account, there were 6 iterations of the high-risk case, and 6 of the low-risk case.

Next, the researchers asked the clinicians to 1) estimate the offender’s likelihood of reoffending over the next 10 years, on a scale from 1 to 100; 2) rate the offender’s risk compared to other forensic patients; and 3) report which information items most affected their assessment.

Results indicated that when given descriptive information about risk combined with the probability or frequency of reoffending, the clinicians tended to inflate their perceptions of the client’s risk. That is, more risk information resulted in higher, but more inaccurate, estimates of actual risk. When clinicians were asked to rate likelihood of reoffending without having the benefit of either probability or frequency information, they overestimated the likelihood of reoffending for the low-risk case. Further, their estimates of the high-risk case were actually more accurate in the absence of risk-relevant information than when descriptive information was combined with percentages and frequency estimates. When asked to name the most important information items affecting their decisions, participants identified the subject’s case history information as the most influential.

These results led Hilton et al. to conclude that though probabilities can be as persuasive as frequencies in conveying likelihood of reoffending, relevant case history information leads to inflation of offender risk estimates. Thus, decision-makers would be better off with only quantitative estimates of likelihood of re-offending, versus narrative information about a case.

This study indicates that the biases and heuristics known to distort perceptions of risk in persons acting only on subjective judgment may be present even when formal estimates of risk have been prescribed. In the field of community corrections, the officer who performs an assessment is typically the one who uses its results. This same individual would have access to and be aware of descriptions of prior offending, along with a great deal of other information disclosed by the offender during the assessment interview. In addition, the officer has opportunity to react to descriptive case details in the form of police reports and pre-sentence investigations. In combination, these facts may help to explain why some officers lack confidence in quantitative assessment results. Possibly, the content of training in risk assessment should be expanded to warn community supervision officers about the pitfalls of their attraction to descriptive information, and to the perils of emphasizing such inputs over assessment results.

Preference for management-oriented risk communication

In the second study, Heilbrun et al. (2004) sent a survey to a random sample of 1,000 psychologists, identified through the American Psychological Association membership database. The 256 psychologists who responded to the survey reviewed eight vignettes in which three variables appeared in diverse combinations. Variables included risk level (high, medium, or low); risk factors (static and/or dynamic versions of substance abuse, medication non-compliance, and violence); and risk model (prediction-oriented, involving a decision to civilly commit, where the court would relinquish jurisdiction over the offender upon commitment; or management-oriented, involving a decision to grant an inmate parole release, where the paroling authority would enforce conditions of supervision). For each vignette, respondents were asked to rate the relative usefulness of each of six different ways of communicating the subject’s risk of committing a violent act toward others. Methods of risk communication included a) the probability of violence over a forthcoming period of months; b) age and status of the subject (such as whether the subject had a history of violence or substance abuse); c) subject’s level of risk of committing a
violence, stated as high, medium or low; d) a statement that the subject’s risk of violence was
dependent upon particular risk factors, with information about interventions that could control the
risk; e) a statement that the subject was or was not dangerous; and f) likelihood that the subject
would commit a violent act, stated as a percent. Of the six alternatives, d) represents a
management model of risk communication, b), a descriptive model, and all others, predictive
models.

Analysis of responses indicated that decision-makers least preferred “likelihood that the subject
would commit a violent act” as a method for communicating risk, of the six alternatives. Second,
decision-makers favored prediction models of risk communication in scenarios involving static
factors, but preferred management models when dynamic factors were presented. This preference
was further heightened in the presence of high risk.

In the context of community supervision, the study provides an additional explanation for
officers’ resistance to actuarial predictions. If they are like the clinicians who responded to
Heilbrun et al.’s survey, officers find predictions inadequate when forecasts are not accompanied
by identification of specific risk factors and appropriate interventions. According to Heilbrun et
al., these enhancements may make decision-makers less likely to reject the prediction itself.

Development and implementation of a “fourth” generation of risk assessment tools such as
discussed by Andrews, Bonta, and Wormith (2006), wherein outcomes are tied not just to
predicted risk but the offender’s needs, strengths, and responsivity factors as well, would go a
long way toward addressing this potential hindrance to acceptance of actuarial tools. However,
the findings of Heilbrun et al.’s study on communication of risk assessment suggest that these
ties should be stated directly. Interestingly, some suggest that the deliberate pairing of an
individualized statement of risk with an explanation of how risk factors may be modified to
reduce risk is a means for mediating the “actuarial versus clinical polemic” that has permeated
research on and practice of risk prediction (Webster, Hucker, & Bloom, 2002).

The Importance of Clinical Judgment and Skill in Actuarial Assessment

A third potential stumbling block to greater acceptance of actuarial risk assessment is the choice
attached, albeit indirectly, to the “clinical versus actuarial” debate. In embracing statistically
derived assessment tools, officers may erroneously come to believe they must simultaneously
relinquish carefully cultivated professional judgments and skills for determining offender risks.
Regrettably, the phrase “clinical versus actuarial” is the source of a false dilemma, because
successful execution of actuarial risk assessments is utterly dependent upon the officer’s
competent exercise of clinical judgments and skills.

To carry out a valid and reliable actuarial risk assessment, an officer must possess and draw
upon effective interviewing techniques. These include a constellation of clinical skills that, when
intertwined with apt professional judgments, promote offender disclosure, a prerequisite for
accurate instrument scoring. Relevant skills include adequately reflecting back the feeling and
meaning in offender’s responses, to facilitate rapport but also to validate interviewer
understanding of the subject’s replies. Officers must be skilled in the art of the open-ended
questioning technique, not just to maintain rapport but also to avoid limiting or otherwise
influencing the content of the offender’s response. In addition, officers need to be able to
suspend judgment, affirm at times, and refrain from blaming and advising throughout the
interview, for the sake of maximizing disclosure. Officers must recognize when they should ask
for elaboration, such as when they hear information that contradicts earlier input, when a
response is ambiguous, or when they simply have not received sufficient information to permit
scoring of an item. To determine the meaning behind a lack of response, officers should also be
able to recognize when the offender is confused, resistant, or merely anxious.

Some readers may recognize an overlap between effective assessment interviewing skills and
both the general principles and opening strategies of Motivational Interviewing (Miller &
Rollnick, 2002). The officer’s effective use of empathy, reflection, open-ended questions, and affirmation throughout the assessment interview begins a process of engagement with the offender that is gaining recognition as a means for increasing the latter’s participation in treatment and reducing problematic behaviors (Moyers, Miller, & Hendrickson, 2005).

Skill must also be present to bridge multicultural divides. To conduct an effective assessment, actuarial or otherwise, officers must possess an adequate understanding of cultural differences as well as sufficient sensory acuity for determining whether and how those differences may impact client disclosure. How best to use eye contact (or whether to avoid it), how much time one should anticipate awaiting the offender’s response, what tone and volume of speech to use, how close to sit to the offender, whether to expect narrative or direct replies, and how to word particular questions to prevent alienating the offender, are examples of knowledge officers can apply to the assessment context when interviewing individuals from cultures other than their own (see, e.g., Okun, Fried, & Okun, 1999; Severson & Duclos, 2005; Umbreit & Coates, 2000).

Officers must also draw upon considerable judgment and skill to score the assessment. Actuarial instruments can be comprised of both objective items that are easily scored as well as a variety of subjective items, such as questions regarding impulsivity, relationships, employment patterns, and attitudes that require extended consideration. Generally speaking, questions that are not clearly objective require the officer to reflect upon the offender’s responses to multiple items in the assessment interview. Certain actuarial instruments even include items widely recognized as “clinical.” For example, subject’s overall score on the PCL-R, whether the subject meets DSM-III criteria for schizophrenia, and whether the subject meets DSM-III criteria for any personality disorder, all appear as items on both the VRAG and the SORAG (Quinsey, Harris, Rice, & Cormier, 2006). The PCL-R belongs to the category of structured clinical instruments, and assessment according to DSM criteria is quintessentially a clinical endeavor.

After scoring the instrument, officers must exercise professional judgment when determining whether an override of assessment results is appropriate. For instance, the LSI-R User’s Manual (Andrews & Bonta, 2001, p. 12) cautions, “it is impossible to foresee all possibilities and assess all factors that may influence the likelihood of criminal behavior. The trained professional is encouraged to document features of an offender’s situation that may require special consideration and that may even override the quantitative risk/needs assessment of the LSI-R.”

Above all, officers must use judgment and insight following the assessment to determine appropriate referrals and fashion an effective supervision plan for the offender. Development of the supervision plan requires the officer to look back over the whole of the assessment interview to identify factors in the offender’s current circumstances likely to aggravate the latter’s continued involvement in crime, as well as forces that will help the offender to avoid it.

Conclusion

This essay has addressed three potential stumbling blocks to wider acceptance and utilization of actuarial risk assessment in community corrections. While much research finds actuarial tools to be superior to alternatives, due either to better accuracy or a combination of accuracy and expediency considerations, the enterprise of actuarial risk assessment requires more comprehensive attention and must move beyond mere addition of new studies validating particular instruments, if a greater embrace by the community corrections community is to be achieved. This article has identified some areas where training about risk assessment may be improved. Future research should investigate which factors most affect officers’ likelihood of accepting and acting on assessment results, including but not limited to scope of training in risk assessment and methods for communicating risk assessment results.
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Conclusion

IN VIRTUALLY ALL decision-making situations that have been studied, actuarially developed devices outperform human judgments. This is true with respect to psychiatric judgments (see, for example, Meehl, 1965; Gough, 1962; Ennis and Litwack, 1974); graduate school admissions (e.g., Dawes, 1979; Dawes and Corrigan, 1974); prognostic judgments made by sociologists and psychiatrists relative to a parole-violation criterion (Glaser, 1955, 1962); parole board decisions (Gottfredson, 1961; Gottfredson and Beverly, 1962; Carroll, Wiener, Coates, Galegher, & Alibrio, 1982); mental health and correctional case worker judgments of offender risk (Holland, Holt, Levi, & Beckett, 1983), spousal assault (Hilton and Harris, 2005) and in other areas (Goldberg, 1970), including the analysis of credit risk (Somerville and Taffler, 1995). Indeed, a recent review and meta-analysis of 56 years’ accumulation of research on the “clinical vs. statistical” prediction “problem” conducted as part of a Festschrift for Paul E. Meehl, a pioneer in the field, again confirms that statistical models outperform clinical decision-makers (Ægisdóttier, White, Spengler, Maugherman, Anderson, Cook, Nichols, Lampropoulos, Walker, Cohen and Rush, 2006).

The relative superiority of statistical to intuitive methods of prediction is due to many factors. For example, human decision-makers often do not use information reliably (e.g., Ennis and Litwack, 1974), they often do not attend to base rates (Meehl and Rosen, 1955), and this has been specifically illustrated in criminal justice decision-making (Carroll, 1977); they may inappropriately weight items of information that are predictive, or they may assign weight to items that in fact are not predictive; and they may be overly influenced by causal attributions (e.g., Carroll, 1978) or spurious correlations (Monahan, 1981). In fairness, it should be pointed out that there may be advantages to intuitive judgments as well. For example, human decision-makers can make use of information that cannot be made available to a statistical device (at least readily). Demeanor during an interview may be one such example. Other factors in favor of intuitive judgments are reviewed in Dawes (1975; Dawes, Faust, and Meehl, 1989).

Given these facts, is there reason to still consider clinical judgments when determining risk-assessment within a justice system population? Indeed, with the 1998 publication of Violent Offenders: Appraising and Managing Risk (Quinsey, Harris, Rice and Cormier), we find an argument that we should not. “What we are advising is not the addition of actuarial methods to
existing practice, but rather the complete replacement of existing practice with actuarial methods” (p. 171; see Litwack, 2001 for a strong rebuttal in the arena of the assessment of dangerousness). We argue that even though statistical prediction is superior to clinical judgment in almost all settings, this does not obviate the need for nor value of clinical judgment in a variety of arenas, including some criminal justice venues. We use the roles of probation officers and correctional treatment specialists to provide examples.

Probation Officers and Correctional Treatment Specialists

Among the largest group of criminal justice professionals is that working in corrections. And with the vast number of adults and juveniles on probation, parole or incarcerated, the workload of these individuals is quite high.

According to the U.S. Department of Labor, Bureau of Labor Statistics, there are about 90,600 probation officers and correctional treatment specialists nationally (Bureau of Labor Statistics, 2006), and in the federal system, there are approximately 5,000 officers throughout the United States and its territories (personal communication, Richard Gayler, May 31, 2006). The number of adults on probation in 2004 was about 4.1 million (Glaze and Palla, 2005), for an average caseload nationally of about 46. The top three states in terms of employment of probation officers and correctional treatment specialists are California (13,090), Texas (6,100) and Florida (5,760). When examining data from 2004 that reports the state’s community corrections population, we find that Texas has the largest, with 428,773 adults under supervision, followed by California with 384,852, and Florida with 281,170 (Glaze and Palla, 2005). Using these figures, the average caseloads range from a high of 70 to a low of 29.

Qualifications for employment as a probation officer or correctional treatment specialist vary by state, but a Bachelor’s degree in social work, criminal justice or some other related field typically is required (Bureau of Labor Statistics, 2006). Some states require a more advanced degree—Master of Science or Master of Arts in a related field (psychology, sociology, criminology, etc.), often with an additional experiential requirement as well. Many states require that probation officers and correctional treatment specialists receive training, upon completion of which the candidate must pass a certification test. Typically, new officers work as trainees or for a probationary period before they become permanent employees.

Probation officers supervise offenders who have been placed on probation while correctional treatment specialists counsel and create rehabilitation plans for offenders to follow when they are no longer incarcerated or on parole (Bureau of Labor Statistics, 2006). Probation officers also spend a great deal of time in court, investigate offender backgrounds, write pre-sentence investigation reports, and recommend sentences and treatment plans. Correctional treatment specialists may work in jails, prisons, or probation or parole agencies, where they might evaluate the progress of inmates, develop parole and release plans, write case reports for parole boards and other decision-makers, and/or develop and write treatment plans and summaries for clients.

What we have then, is a large number of highly qualified and trained professionals who routinely are required to make prognostic decisions about offenders. Elsewhere, we have described ways to improve the reliability of these decision-making processes (Gottfredson and Moriarty, 2006). We have argued that the use of actuarial devices invariably increases the reliability and prognostic validity of decisions made in these settings (Gottfredson and Moriarty, 2006), and, as noted above, some would argue that the surest way to do this is to rely solely on statistical prediction, such as risk-assessment tools, as a way to increase the accuracy and reliability of these decisions (Quinsey, Harris, Rice and Cromier, 1999). Is it indeed time to supplant human judgment in justice system settings with the cold calculus of the actuary?

Human Judgment
Judgments are made routinely in a host of fields including psychiatry and psychology (Kleinmuntz, Faust, Meehl, & Dawes, 1990; Dawes et al., 1989); mental health (Ægisdóttir et al., 2006); dangerousness (Litwack, 2001); economics (Dawes, 1999); forecasting (Bunn & Wright, 1991), medicine, engineering, finance, management (Kleinmuntz et al., 1990, p. 146); interpersonal violence (Hilton, Harris & Rice, 2006; Mills, 2005); and forensics (Hilton, Harris, Rawson & Beach, 2005; Harris, Rice & Cormier, 2002), in addition to those noted earlier in this paper. In most cases, the literature reveals strong support for the accuracy of actuarial prediction over human judgment. This is a longstanding finding, replicated in dozens of venues (Dawes et al., 1989; Kleinmuntz et al., 1990; Westen & Weinberger, 2005). As noted earlier, there are many reasons to expect that actuarial methods will outperform human judgments. In addition to those reasons cited above, these methods may be expected to provide other benefits:

Even when actuarial methods merely equal the accuracy of clinical methods, they may save considerable time and expense. … When actuarial methods are not used as the sole basis for decisions, they can still serve to screen out candidates or options that would never be chosen after more prolonged consideration. When actuarial methods prove more accurate than clinical judgment the benefits to individuals and society are apparent (Dawes et al., 1989, page 1673).

Why, then, should we continue to allow (indeed, require) probation officers and case managers to exercise individual discretion, when an actuarially-derived tool may be expected to perform better? As Westen and Weinberger (2005) remind us in a discussion of the pioneering work of Paul E. Meehl on clinical and statistical prediction, even though statistical prediction will routinely outperform clinical prediction, we should not lose sight of the fact that “actuarial procedures are far from infallible, sometimes achieving only modest results” (Dawes et al., 1989, p. 1673). [For a discussion of the methodological and statistical problems associated with such applications and the resultant fallibilities of such procedures, see Gottfredson and Moriarty, 2006]. Still, as Dawes (2005) concludes, “whenever statistical prediction rules (SPR’s) are available for making a relevant prediction, they should be used in preference to intuition” (p. 1245).

But does the superiority of actuarial procedures over clinical judgment mean that there is no place for clinical judgment in predicting behavior? The answer is no: “an enormous amount of prediction is made by human judgment” (Darlington, 1986, p. 362). Simply put, clinical methods of decision-making rest in the decision-maker’s head, while statistical or actuarial methods eliminate the human judgment with the “conclusions rest(ing) solely on empirically established relations between the data and the condition or event of interest” (Dawes et al., 1989, p. 1668). There are instances when clinicians can make valid inferences (Westen and Weinerberger, 2005), and there are times when it is preferable to use both clinical and statistical judgments to predict behavior. As Darlington (1986, 362) reports, “This research does not suggest human judgment is generally unnecessary; rather it indicates that the most accurate predictions generally result from a predictive system in which human judgment and statistical analysis are mixed according to prescribed rules.” Moreover, Dawes et al. (1989) assert that there are instances when clinical judgment might improve the actuarial method. They cite specifically the following examples: “judgments mediated by theories and hence difficult or impossible to duplicate by statistical frequency alone; select reversal of actuarial conclusions based on the consideration of rare events or utility functions that are not incorporated into statistical methods; and complex configural relations between predictive variables and outcome” (p. 1670).

The Place for Personal Judgment

As some assert, the dilemma once posed by “using either the head or the formula is no longer the main focus of contemporary decision research. Rather, the focus has long ago shifted to evaluating the use of both modes of information combination in tandem” (Kleinmuntz et al., 1990, p. 146; and see generally, Litwack, 2001).
In some of the most recent research examining violence risk assessment (Hanson, 2005), we find that the question has shifted from whether violence can be predicted, to what is the best method of risk assessment. The validation research typically found that a series of measures reviewed in the article showed moderate accuracy in predicting violent recidivism. The question then is: Might the prediction have been improved if clinical judgments were included as well?

This question is partly answered by Douglas, Yeoman, and Boer (2005), who studied violence risk in a sample of criminal offenders. Douglas and colleagues looked at the predictive validity of multiple indices of violence risk. Although they conclude that “several indices were related to violent recidivism with large statistical effect sizes,…” they also found the findings to be “inconsistent with a position of strict actuarial superiority, as HCR-20 structured risk judgments—an index of structured professional or clinical judgments—were as strongly related to violence” (479).

**Conclusion**

With very few established exceptions, statistical prediction clearly outperforms clinical judgment. Accordingly, we certainly would not advocate use of clinical judgment over statistical prediction. For as Dawes reports,

> The superiority of statistical prediction is crystal clear when clinical judgment is pitted against actuarial analysis in a situation where both are based on the same information—so that the problem is basically one of how to combine it. It also has been found that clinical judgment in psychology is inferior in situations where the important variables captured by the statistical model constitute a proper subset of the variables considered by the clinician. It is also true that the statistical models need not even be optimal. Nevertheless, clinical psychologists make a great deal of money by relying on their intuitions for combining information and for making predictions, and in courts they eschew statistical models, instead proudly proclaiming that “in my experience…” What happens here is that the “inside view” is preferred to the outside one, despite massive evidence that that outside one is superior (Dawes, 1999, pp. 37-38).

However, there are times when a combination of the two may better serve clientele. As Dawes et al. (1989) report, “Clinicians might be able to gain an advantage by recognizing rare events that are not included in the actuarial formula (due to their infrequency) and that countervail the actuarial conclusion (p. 1670).

And while such incidents might be infrequent, it is also true that the probation officers and correctional counseling specialists must have a role in decision-making that goes beyond the mere administering of the risk-assessment devices. There is a place for human judgment and experience in the decision-making process, and we must value their continued consideration.

However, as noted by Sir Frances Bacon, “We do ill to exalt the powers of the human mind, when we should seek out its proper helps” (as quoted in Hogarth (1980)). In light of the well-known tendency for justice system decision-makers to concentrate on information that is demonstrably not predictive of offender behavioral outcomes (Gottfredson and Gottfredson, 1986), and the potential consequences of this for affecting the validity of prognostication (Gottfredson and Moriarty, 2006), caution is the order of the day.
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IN THIS AGE OF accountability and performance-based measures, criminal justice professionals are being increasingly required by state and federal agencies to demonstrate the reliability and validity of their assessment instruments including brief symptom inventories, diagnostic tools, and violence risk assessment measures. Risk assessment tools assist institutional classification boards as well as parole boards to: 1) determine an initial security rating and placement into a particular facility and program(s); 2) develop a rehabilitation treatment plan; 3) assess eligibility for early release; and 4) determine the type of supervision needed while on parole. This article first describes how the juvenile justice system assesses youths’ risks and needs through Juvenile Assessment Centers, then explores common components of assessment in the juvenile justice system, and concludes with an examination of the most commonly used risk and mental health assessment tools and the evidence that supports their use.

All experienced probation officers, juvenile counselors, and forensic clinicians should have skills in risk assessment. Clinical assessment knowledge and skills provide the foundation for clinical judgments, applied research, and evidence-based practice. Within the juvenile justice system, prediction can be operationally defined as an assessment of future lawbreaking for the juvenile offenders who are officially processed through the system.

There are two primary types of prediction: clinical and actuarial. Clinical predictions are made by trained juvenile justice and forensic specialists after they have examined an individual’s criminal and psychosocial history, and the results from psychosocial scales and inventories. Actuarial prediction methods are based on known properties, parameters and statistical formulas applied to identical sets of data (e.g. demographic data, criminal history). Because of the two authors’ backgrounds in forensic mental health and social work, we focus on clinical judgments and the most commonly used assessment scales for measuring mental health status, psychosocial functioning, and future criminality.

There is no single scale or assessment tool that can predict future mental health status or criminality with 100 percent certainty. Behavior, abilities, peer influences, family factors and
deviant behavior patterns are not static. They often change with age and different experiences. Empirical evidence from classic longitudinal studies indicate that violent juveniles are strongly influenced by male siblings of similar ages, delinquent gangs, and small groups of delinquent friends (Farrington & Loebber, 2000; Farrington & West, 1990). Therefore, it is critically important to use multiple assessment tools with clients at different points in the juvenile justice process.

Clinical prediction is based on per captions and judgments in which the juvenile justice professional and/or mental health clinician uses different data sources, such as clinical diagnosis, ratings and scores on psychosocial risk assessment scales, interviews, psychotherapy records, and criminal history data to make judgments about the offender’s placement in institutional or community-based treatment programs, progress, and discharge from probation.

The early roots of prediction in juvenile justice can be traced to the establishment of the first juvenile court mental health clinic in Chicago in 1909 (Roberts, 2004), and the rapid growth and development of over 600 child guidance clinics by the late 1950s connected to juvenile courts throughout the United States (Roberts, 2004). In these clinics forensic psychiatrists and social workers collaborated on behalf of troubled juveniles.

By the late 1990s, most state juvenile correctional agencies included formal and informal dangerousness and risk of further violence and re-offending in their intake classification and assessment centers. The goal of risk assessments is twofold: 1) to predict the probability that a juvenile offender will re-offend; 2) to predict which youths are at high risk of exhibiting violence in the institution or residential treatment facility, or upon release to parole supervision in the community. In general, classification decisions are made based on forecasts regarding which treatment/rehabilitation program is likely to be effective in changing the behavior patterns of specific types of juveniles, generally viewed as either property-related offenders or violent offenders adjudicated for offenses against persons.

One of the most overlooked areas of juvenile justice is the assessment and treatment of juvenile offenders with mental health disorders, especially co-morbid psychiatric disorders. Research indicates that at least two-thirds of juvenile detainees have one or more mental health disorders in addition to their juvenile offenses. Incarcerated juveniles suffering from impulsiveness, hopelessness and depression are at an increased risk of suicide ideation, suicide attempts, and death (Rapp-Palicchi & Roberts, 2004). The death rate from suicide is 4.6 times higher in juvenile detention centers than in the general population (Sheras, 2000). Therefore, it is imperative that experienced mental health professionals be hired by juvenile justice agencies so that they can conduct extensive assessments at the pre-adjudicatory, incarceration, and community release stages (Rapp-Palicchi & Roberts, 2004). At the present time, most large juvenile probation departments do have a few probation officers with expertise in forensic mental health assessment and treatment. However, the time is now ripe for the National Juvenile Detention Association (NJDA), as well as the American Correctional Association (ACA), and state and county correctional administrators to follow the lead of the American Probation and Parole Association (APPA) in giving priority to setting standards, and encouraging their members to hire and train staff in all aspects of juvenile assessment and treatment.

Juvenile Assessment Centers

A promising advancement of juvenile assessment is the innovative development of centralized, single point of entry, intake juvenile assessment centers. These assessment centers are based on a general model for bringing together a variety of community agencies to one centralized location in which all justice system-involved youth can receive thorough assessment. Juvenile justice, law enforcement, school truancy, diversion programs, and other human service agencies are centrally located, allowing for efficient and comprehensive assessment of youths’ risks and service needs (Dembo, Schmeidler, & Walters (2004).
Key elements of juvenile assessment centers (JACs) include 1) A single, 24-hour, centralized point of contact for all youth in contact or at risk of contact with the juvenile justice system, 2) Screenings and comprehensive assessments of youths’ circumstances and service needs, 3) Management Information Systems that centralize information to avoid repetition and assure appropriate treatment, and 4) Case management services that integrate information in order to recommend appropriate referrals and follow up on youth after they are referred (Dembo, Schmeidler, & Walters, 2004).

Juvenile assessment centers got their start in the early 1990s in Florida and quickly gained the attention of the Florida legislature, which was struggling with prison overcrowding. With a growing budget due to special appropriations, JACs quickly spread to several counties across Florida and were eventually established in other states, including Colorado and Kansas. Investing further in assessment centers with an initiative in 1996, the OJJDP allocated funds to two assessment centers, in Denver, CO and Lee County, FL, designated as planning sites to develop more assessment centers. Additional funds supported improving services at two designated enhancement sites in Jefferson County, CO and Orlando, FL (Dembo, Schmeidler, & Walters, 2004).

JACs vary considerably by location, due in large part to access resources and the unique needs of the communities they are serving. For example, many Florida JACs work closely with nearby juvenile addiction receiving facilities to provide detoxification, assessment, and stabilization for youth with substance abuse problems. JACs differ in the range of services they provide, from those with only juvenile justice agencies to those such as the Hillsborough County, Florida JAC that provides an array of services, including booking, supervision, detention center screening, diversion, and truancy programming at one site. JACs located in urban settings tend to have longer hours, process many youth, and thus conduct more thorough assessments off-site (Dembo, Schmeidler, & Walters, 2004).

Despite these differences, JACs share common benefits to the juvenile justice system. They provide a centralized site for legally required mandates to be carried out more efficiently, saving time locating youth, completing multiple screenings, and providing information to courts for decision making. Integrating information in one information system allows for better-informed decisions regarding need for services and necessary level of supervision. Accessing all system-involved youth, JACs create a prime opportunity for prevention and early intervention. Finally, on a macro-level, information from JACs informs the community of broader juvenile justice trends and needs for new services (Dembo, Schmeidler, & Walters, 2004).

Dembo et al. (2004) note an ongoing struggle for funding experienced by many JACs. Consistent funding at the federal and state levels is needed in order to provide decent salaries to well-trained staff, thereby reducing staff turn-over and improving quality of service. Additional funds would also allow JACs to maintain their original goals of comprehensively responding to youths’ multifaceted needs, preventing JACs from skimming services and becoming mere processing centers.

With necessary funding and support, the future utility of JACs is broad and influential. JACs have the potential to play a major role in developing empirical knowledge in the future. With large sample sizes, JACs’ information systems could easily gather data on youths’ characteristics, service needs, and outcomes in different treatment programs, providing juvenile justice research with difficult to obtain information. This information can then be used to inform program development and service provisions to juvenile offenders.

JACs can also provide much-needed solutions to assessment, referral, and service delivery in the future. By integrating information among many agencies, JACs can help to identify youth who slip through the system by failing to follow through on treatment recommendations. Furthermore, providing objective measures of substance use through urinalysis screening is an invaluable service offered through JACs and has implications for validating youths’ self reports of substance use and subsequent appropriate treatment placements. Finally, JACs ensure investment in prevention efforts, keeping youth from further developing delinquency careers; these prevention
efforts inversely relate to the number of youth requiring long-term incarceration that is expensive and fairly ineffective (Dembo, Schmeidler, & Walters, 2004).

Components of Risk and Need Assessment

The central goals of youth assessment in juvenile justice are: 1) the safety of the community by preventing re-offending; and 2) youth rehabilitation and clinical treatment. In other words, mental health assessments seek to identify both risk and treatment needs. Assessments must be comprehensive and cover several domains. Comprehensiveness includes assessing a youth’s offense history, family/environmental factors, education/employment history, peer relationships, and psychosocial functioning.

Assessing psychosocial functioning is particularly important as the juvenile offender population has elevated rates of mental health and substance use disorders (Teplin, Abram, McClelland, Duclan, & Mericle, 2003). Furthermore, these psychosocial factors (i.e. personality characteristics, behaviors, affect, attitudes, beliefs and interpersonal constructs) predict youths’ infractions while incarcerated and their behaviors once they are released into the community (Cauffman, 2004; Hathaway & Moncachesi, 2003).

Mental health status is often under-assessed and consequently under-treated in the juvenile justice system. This is because of a lack of resources and trained staff, as well as a punishment mentality. Teplin et al. (2005) report that only 15.4 percent of detained adolescents who needed mental health treatment received treatment in the detention center; it is estimated that as many as 13,000 detained youth with major mental health disorders go untreated (Teplin et al., 2005). Effective mental health assessment and treatment are critical for achieving effective juvenile justice.

In 2002 the Consensus Conference convened, composed of more than 20 researchers with expertise in mental health assessment and juvenile justice, with the aim of developing recommendations for mental health assessment in the juvenile justice system. The Consensus Conference brought together nationally recognized experts in the areas of mental health, juvenile justice, and child welfare service systems. It was guided by data from a national survey of current mental health assessment practices conducted by the Center for the Promotion of Mental Health Assessment in Juvenile Justice. Directed by Gail Wasserman at Columbia University’s Department of Child Psychiatry, the Center’s national survey provided information on the current practices and needs of juvenile justice systems across the nation. From these findings, the Consensus Conference was then able to create recommendations for standardizing mental health assessment practices on a national level. The Consensus Conference recommended that these four types of assessments should be conducted:

1) Emergent risk needs should be assessed immediately upon arrival at a secure facility; 2) A comprehensive mental health assessment should be conducted on all youths at the facility to identify those needing more thorough mental health assessments; 3) Prior to community re-entry, all youth should be assessed to facilitate transition and referral to community mental health services; and 4) continued re-assessments should take place after the youths have returned to the community, to prevent re-offenses.

In the past two decades, several measures have been developed to assess juvenile offenders’ mental health and associated risks (Grisso, 2005). These measurement instruments aim to be accurate, reliable, and thorough while being fairly quick and inexpensive to administer.

Tools for Mental Health and Associated Risk Assessment

There are currently several well-validated assessment measures used to predict the likelihood of re-offending upon release, mental health treatment needs, and danger towards self (suicide
ideation and suicide attempts) and others, based on the presence or absence of substance abuse, suicide ideation, personality traits, thought disturbance, and depression-anxiety. Below we describe several of the most common assessment tools used in juvenile justice research and practice. Several scales are actuarial in nature while others integrate actuarial assessment with supplemental clinical judgment. Instruments are categorized according to their utility as brief screening tools, comprehensive assessment instruments, or risk assessments predicting recidivism or dangerousness in the future. Descriptions are intended to give a brief overview and should not be considered full reviews. For more detailed information on each of these instruments, readers are directed to Grisso, Vincent, and Seagrave’s (2005) Mental health Screening and Assessment in Juvenile Justice or to literature by each scale’s developer.

**Brief Screening Tools**

Brief screening tools are instruments that can be administered very quickly (usually in 30 minutes or less) and help staff to identify youth who may be of immediate risk to self or others. Furthermore, the screenings should help staff identify youth in need of more comprehensive mental health assessment. These instruments should be easily administered by front-line staff with little specialized training, allowing for quick and inexpensive use. Brief screening tools should not be used to inform treatment plans; instead their utility is in identifying those youth in need of emergency mental health services or those who need more comprehensive assessment that can then inform treatment needs. Table 1 describes the strengths and limitations of three commonly used brief screening tools.

**MAYSI-2.** The Massachusetts Youth Screening Instrument—Version 2 (MAYSI-2) was developed by Grisso and Barnum (2003) as a self-report measure to identify youth entering the juvenile justice system with thoughts, feels, or behaviors indicative of mental health problems. The MAYSI-2 can be administered by pencil-paper or by CD-ROM and consists of 52 yes-no questions asking whether each item is true for the youth. Seven subscales are assessed, including alcohol/drug use, angry-irritable, depressed-anxious, somatic complaints, suicide ideation, thought disturbance, and traumatic experiences. This objective measure includes cut-off scores from a normative juvenile justice sample that can be used as indicators of clinical significance (Grisso & Quinlan, 2005). Research evaluating the reliability of the MAYSI-2 reports internal consistency ranging from .61 to .86 (Grisso et al., 2001) and support for test-retest reliability on most subscales (Cauffman, 2004). Similar positive findings were found in studies of validity comparing the MAYSI-2 to other standardized scales (Espelage et al., 2003) and to the DSM-IV (Wasserman et al., 2004). Of interest were several studies that found the MAYSI-2 to predict future behaviors such as institutional maladjustment, sentence length, and necessary intervention for suicide risk and assaultive behavior (Cauffman, 2004; Stewart & Trupin, 2003). Cauffman and MacIntosh (2006) recently found different properties on some subscales, in particular the alcohol/drug use, anger-irritability and suicide ideation subscales, across ethnic and gender groups. Further research should continue to examine the extent to which these subscales are valid measures for female and ethnic minority youth.

**POSIT.** The Problem-Oriented Screening Instrument for Teenagers (POSIT) was developed by Rahdert (1991) as a self-report brief screening to identify troubled youths’ problems in psychosocial functioning requiring further assessment. The POSIT, available by pencil-paper or by CD-ROM, consists of a self-administered questionnaire with 139 yes-no questions and assesses 10 functional areas, including substance use/abuse, physical health, mental health, family relations, peer relations, educational status, vocational status, social skills, leisure/recreation, and aggressive behavior/delinquency (Dembo & Anderson, 2005). Youths’ total scores in each problem area can be compared to empirically-based cut-off scores allowing for a classification of low-, medium-, or high-risk for that problem area. While the POSIT is objectively scored, collateral information is recommended to validate youths’ responses. Research evaluating the reliability of the POSIT indicates internal consistency exceeded .70 and test-retest reliability significantly better than chance (Knight, Goodman, Pulerwitz, & DuRant, 2001). Hall, Richardson, Spears, & Rembert (1998) found high construct validity for the POSIT. Preliminary research indicate the POSIT is useful in classifying youth by predicting return to the juvenile justice system (Dembo, Turner, et al., 1996).
CAFAS. The Child and Adolescent Functional Assessment Scale (CAFAS) was developed by Hodges (2000a) to assess youths’ everyday psychosocial functioning across school, home, community, and work settings. Different ratings (parents, teachers, youth) of youth’s behaviors are obtained across 10 subscales (school/work, home, community, behavior toward others, moods/emotions, self-harmful behavior, substance use, thinking, material needs, and family/social). Questions are asked for each subscale that identify severe, moderate, mild, or no impairment and also include questions that indicate strengths or protective behaviors exhibited by the youth. Raters score the CAFAS after collecting information based on both their own observations and a family of instruments that assess the youth’s and their caregiver’s perspective on everyday functioning. Studies report positive results for test-rest reliability, validity, and ability to predict level of service needs (Hodges & Wong, 1997).

Comprehensive Assessment Instruments

Before forensic mental health specialists, correctional counselors, and probation officers can recommend a treatment plan, comprehensive risk assessment data must be collected. In comparison to brief assessment tools, comprehensive assessment instruments more thoroughly assess several domains of youths’ mental health, personality, and psychosocial characteristics. These assessments often involve longer, more intensive interviews and several also collect collateral information from other settings in the youth’s life (i.e., teachers, parents, or chart information). Comprehensive assessment instruments help to clarify mental health needs, can inform treatment planning, and are most often conducted by professionals or require more involved training. Table 2 describes the strengths and limitations of three commonly used comprehensive assessment instruments.

DISC. The Diagnostic Interview Schedule for Children: Present State Voice Version (Voice DISC) was developed by Shafer, Fisher, Lucas, Dulcan, & Sewab-Stone (2000) to assess mental health problems and provides a diagnosis by evaluating how youth meet DSM-IV criteria. Now self-administered on the computer, the assessment employs a unique pattern of questions based on respondents’ answers to previous questions, assessing the degree to which they meet criteria for more than 30 diagnoses (Wasserman, McReynolds, Fisher, & Lucas, 2005). Subscales include anxiety, mood, disruptive behavior, substance use, and miscellaneous (eating disorders, tic disorders, etc.). After the assessment tool determines a youth meets diagnostic criteria, further questions inquire about the severity and frequency of these problems in an attempt to understand impairment. However, youth may be limited in their ability to recognize the consequences of their own behaviors, and it is suggested that clinicians use collateral information to determine impairment. DISC reports include a list of those diagnoses for which the youth met criteria, impairment and symptom scores, and a list of “clinically significant symptoms.” Acceptable reliability for most diagnoses and good test-retest reliability have been reported (Shaffer et al. 2000). Moderate to poor correlation with clinician diagnosis has been found (Aronen, Noam, & Weinstein, 1993); however, independent clinical diagnosis is known to be fairly subjective and unreliable.

MMPI-A. The Minnesota Multi-phasic Personality Inventory—Adolescent (MMPI) was developed by Archer (1997) and adapted for adolescents by Butcher et al. (1992) and is the most widely used personality assessment (Archer & Baker; 2005). The MMPI consists of 478 items with validity scales (e.g. defensiveness, tendency to exaggerate, response consistency), clinical scales (e.g. psychopathology such as depression, anxiety, schizophrenia, antisocial behaviors), content scales (e.g. externalizing behaviors, anger, low self-esteem), and supplementary scales (immaturity, repression). Raw scores are converted to t-scores and are compared to normative scores, resulting in classification of youth who are clinically elevated, marginally elevated, or typically adolescent. Early research found scale 4 (psychopathic deviate) especially helpful in predicting delinquency (Hathaway & Monachesi, 1963). This is confirmed in later studies that found scale 4 (psychopathic deviate), scale 8 (schizophrenia) and scale 9 (Hypomania) predictive of higher rates of delinquency (Archer, Bolinskey, Morton, & Farris, 2003). Over 100 studies have examined aspects of the MMPI-A, and the instrument is known for its good reliability and validity; a good resource is a review by Forbey (2003).
MACI. The Millon Adolescent Clinical Inventory (MACI) developed by Millon (1993) as a short assessment that provides clinical information on a variety of psychological problems, including psychopathology, peer difficulties, family problems, and confusion about self (Salekin, Leistico, Schrum, Mullins, 2005). It also assesses a balance of externalizing/delinquency risk factors as well as suicidal tendency and risk towards self. Based on the DSM-IV, the MACI includes: 3 validity scales (disclosure, desirability, debasement), a reliability scale, 7 clinical syndrome scales (eating dysfunction, substance abuse, delinquent predisposition, impulsive propensity, anxious feelings, depressive affect, suicidal tendency), 12 personality scales (introversive, inhibited, doleful, submissive, dramatizing, egotistic, unruly, forceful, oppositional, self-demeaning, borderline tendencies), and 8 expressed concern scales (identity confusion, self-devaluation, body disapproval, sexual discomfort, peer insecurity, social intensity, family discord, child abuse). Base-rate scores are calculated and are interpreted by mental health professionals, who first examine validity and reliability before identifying problem scales with elevated base-rate scores. The MACI is shown to have good internal and test-retest reliability and concurrent and predictive validity (Millon, 1993). A recent study by Taylor, Skubic-Kemper, Loney, and Kistner (2006) extends support for using the MACI as a tool for classifying subtypes of serious juvenile offenders. Furthermore the MACI has been shown useful in assessing clinical change from intake to discharge in inpatient settings (Piersma, Pantle, Smith, Boes, & Kubiak, 1993) and is predictive of recidivism (Salekin, Ziegler, Larrea, Anthon, and Bennet (2003)).

Risk for Recidivism and Dangerousness Assessment Tools

Research has identified several factors that put youth at risk for future violence or recidivism. While no definitive list of factors has been developed, research has shown that there are common pathways to recidivism that can be predicted with some accuracy. These factors have been used to compose assessment tools that measure youths’ risk of re-offending once released into the community. These instruments help juvenile justice centers make decisions to protect the community and identify need for further services such as case management. Risk for recidivism assessments often involve collecting collateral information from parents or chart materials in addition to interviewing, and is time-intensive. Thus, these assessments require specialized training or a professional degree to administer and score. Assessments of future risk behavior include varying degrees of clinical judgment to interpret the results and make decisions. Table 3 describes the strengths and limitations of three commonly used assessments of future risk.

YLS/CMI. The Youth Level of Service/Case Management Inventory (YLS/ CMI; Hoge, Andrews, & Leschied, 2002) is designed to predict juvenile offender recidivism as well as case management needs, making it especially useful in planning for transitions out of the juvenile justice system. The YLS/CMI assesses the offender as high or low risk, assesses need by targeting services due to risk factors, and assesses responsivity or reaction to interventions. The YLS/CMI is composed of six sections: 1. Assessment of risk and needs (42-item checklist assessing prior/current offenses, family circumstances, education/employment, peer associations, substance abuse, leisure, personality/behavior, and attitude); 2. Summary of risk/need factors (comparing scales to normative ranges); 3. Other needs/special circumstances (situational information such as parental drug use or behavioral records that add information specific to youth); 4. Professional override feature (asks clinician to use clinical judgment considering all relevant information to rate youth’s risk level); 5. Contact level (intensive services should be recommended for high risk youth); and 6. Case management plan (specific goals and objectives for reaching goals). Due to the complexity and knowledge it requires, the YLS/CMI is completed by a trained professional and purposely incorporates a degree of clinical judgment to supplement the objective portions of the assessment. Adequate internal consistency (Rowe, 2002) and inter-rater reliability have been found in empirical studies (Schmid, Hoge, & Robertson, 2002), except for the leisure/recreation subscale, which has a wide range of interrater reliability (.05-.92). Several subscales of the YLS/CMI have been correlated with other externalizing measures (Rowe, 2002). Ability to predict new charges, new convictions and serious offense charges have been consistently demonstrated with males and more inconsistently for girls (Rowe, 2002; Schmidt et al., 2002).
SAVRY. The Structured Assessment of Violence Risk in Youth (SAVRY; Bartel, Borum, & Forth, 2000) involves professional judgment based on systematic appraisal of the degree to which youth demonstrate risk factors for future violence. The appraisal involves assessment of 6 protective factors (prosocial involvement, strong social support, strong attachments and bonds, positive attitude toward intervention and authority, strong commitment to school, resilient personality traits). The instrument also assesses 24 risk factors including: historical (history of violence, of nonviolent offending, early initiation of violence, history of self harm, childhood exposure to maltreatment, parental criminality, early caregiver disruption, poor school achievement), individual (negative attitudes, risk taking/impulsivity, substance use difficulties, anger management problems, low empathy/remorse, ADHD difficulties, poor compliance, low interest/commitment to school) and social/environmental (peer delinquency, peer rejection, stress/poor coping, poor parental management, lack of personal/social support, community disorganization) domains. Information should be gathered by the examiner through interviews with the youth, review of records, and observation (Borum, Bartel, Forth, 2005). Numerical ratings are not the goal of this assessment; identifying empirically validated risk factors specific to each youth is the goal. Thus clinicians are faced with reviewing the identified risk factors and making a clinical judgment about a youth’s overall risk. Inter-rater reliability is moderate to high (.81) (Catchpole & Gretton, 2003) and studies show support for concurrent validity as compared to the YLS/CMI and PCL:YV (Catchpole & Gretton, 2003). Moderate yet significant correlations were found between the SAVRY and measures of violence and aggression (McEachran, 2001; Gretton & Abramowitz (2002). Additionally, those youth characterized as low risk had violent recidivism rates (6 percent) much lower than those characterized as moderate (14 percent) or high risk (40 percent) (Catchpole & Gretton, 2003).

PCL:YV. The Hare Psychopathy Checklist: Youth Version (PCL:YV; Forth, Kosson, & Hare, 1990) uses multiple sources of information across interpersonal, affective and behavior domains to identify symptoms predictive of serious psychopathy in adolescents. The examiner uses information from an intensive interview with the youth, collateral sources, and review of the chart to rate the youth according to a 20-item checklist including: impression management, grandiose sense of worth, stimulation seeking, pathological lying, manipulation of personal gain, lack of remorse, shallow affect, lack of empathy, parasitic orientation, poor anger control, impersonal sexual behavior, early behavior problems, lacks goals, impulsivity, irresponsibility, failure to accept responsibility, unstable interpersonal relationships, serious criminal behavior, serious violence of conditional release, and criminal versatility. Total scores provide the number of psychopathic features observed for each youth but do not result in cut off or classification. However raters can compare youth’s scores to percentile scores based on institutional, probation, and community samples. After extensive training required to administer the PCL:YV, inter-rater reliability scores are generally high (.90-.96) and internal consistency is adequate (.85-.94, Forth et al., 2003). Moderate correlations with reports of delinquency, externalizing symptoms and aggression are reported, while the PCL: YV (as intended) does not correlate with measures of internalizing disorders (Cambell et al., 2004). Recent studies report the PCL:YV significantly predicted both violent and nonviolent recidivism (Corrado, Vincent, Hart, & Cohen, 2004) as well as clean urine screens and participation in treatment (O’Neill et al., 2003a). Eden, Buffington, Colwell, Johnson, & Johnson (2002) further support the ability of the PCL: YV to predict disciplinary infractions in their sample juvenile sex offenders. However, Spain, Douglas, Poythress, & Epstein (2004) found negative results, with no relationship evident between the PCL:YV and treatment progress.

Conclusion and Suggestions for Further Research

Several Brief Assessment Screens have been developed, and research supports their ability to identify youth with emergent risk, and screen for youth who should receive more comprehensive mental health assessments. A study by Wasserman et al. (2004) confirms that such brief tools as the MAYSI-2 are useful for identifying youth who have a possible mental health problem so that they can be further evaluated by such tools as the DISC to identify a more specific diagnosis. These brief assessment tools should be utilized for these purposes and they are most effective
when administered promptly upon the youth’s arrival at a secure setting.

Several of the assessments described in Table 2 address the aim of tapping different domains of functioning in the assessment. Some tools utilize multiple sources of data such as files and collateral sources of information in addition to self report, while others do not. This reflects the constant struggle to provide thorough assessment with limited time/expense resources. Considering the importance of accurately assessing and treating offender mental health problems, we conclude that assessments that tap into a range of information sources are worth the time and effort.

It is unclear from the current empirical evidence how effective the above reviewed assessment tools are in re-assessing risk once the youth has been reintegrated into the community. Further research is needed to clarify whether current assessment tools are useful for post-incarceration re-assessment or whether other assessments, which take into consideration the importance of environmental transition, should be developed for that purpose.

It is important to mention that, while great progress has been made in beginning to understand and assess juvenile offender mental health risk, there is much work to be done in testing the ability of these assessment tools to generalize beyond the population for which they were developed. Recent research by Wasserman, McReynolds, Ko, Katz, and Schwank (2005) examining the prevalence of psychiatric disorders among youths at probation intake, reported that violent female offenders were up to five times more likely to report anxiety disorders than their male counterparts. Furthermore, of youth with conduct disorder, girls seemed to be more likely than boys to have complex diagnoses due to elevated rates of co-occurring internalizing disorders. Research also shows that ethnic minority youth are overrepresented in the juvenile justice system, yet few mental health risk assessment tools have been tested across gender or ethnic groups (Devine, Coolbaugh, & Jenkins, 1998). Further research is needed to evaluate assessment instruments with female offenders and ethnic minority offenders, as research suggests adaptations may need to be made to accurately assess the needs of these vulnerable groups (Cauffman et al., 2006).

One additional facet of risk assessment appears particularly lacking in the field of juvenile justice. Risk assessments of juvenile offenders need to identify those youths likely to re-offend into adulthood, and who are likely to be the chronic career criminals. Several classic studies have documented the pattern of desistance of delinquent behavior in young adulthood (Farrington & West, 1977; Gottfredson & Hirschi, 1990; Elliott, et al., 1983). Gottfredson and Hirschi’s (1990) key finding was that most juveniles discontinue their delinquent acts in early adulthood. Farrington and West’s classic study indicated that only 22.6 percent of their research subjects had subsequent convictions as adults. Elliott and associates found that only 2 to 3 out of every 10 adjudicated violent juveniles were arrested for violent crimes in adulthood. Also noteworthy is the fact that while the majority of delinquent youth do not seem to present a long-term risk of re-offending in adulthood, there is a small group of 5 to 6 percent of different cohorts that chronically persist in crime into adulthood and are responsible for a high volume of multiple offenses. Wolfgang, Figlio and Sellin (1972) reported in their birth cohort study that approximately 6 percent of their subjects were responsible for over 50 percent of the official crimes by the cohort. These chronic offenders were likely to have poor school grades and achievement, low IQ test scores, be of non-white racial background, low socioeconomic status, and school dropouts. Farrington (1985) found similar results of chronic offending by a small percentage of offenders—6 percent committing 49 percent of the criminal offenses.

Risk assessment instruments to date have not been well tested in their ability to differentiate those youth who will chronically offend into adulthood from those who are temporary adolescent offenders. Perhaps Hare’s Psychopathy checklist comes closest to beginning to identify this type of particularly serious long-term offender. However, it is clear that, while short-term recidivism is important to assess, much work is needed to expand current mental health assessment tools to better identify the potential long-term chronic offenders.
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<table>
<thead>
<tr>
<th>Instrument (developer)</th>
<th>Subscales</th>
<th>Classification</th>
<th>Strengths</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAYSI-2 Grisso and barnum (2003)</td>
<td>Alcohol/drug use, angry-irritable, depressed, anxious, somatic complaints, suicide ideation, thought disturbance, and traumatic experiences</td>
<td>Youth self report</td>
<td>Low cost Brief Administration Time Ease of Administration</td>
<td>Potential social desirability Need thought disturbance for girls Test applicability to ethnic minority youth</td>
</tr>
<tr>
<td>pOSIT rahdert (1991)</td>
<td>Substance use/abuse, physical health, mental health, family relations, peer relations, educational status, vocational status, social skills, leisure/recreation, and aggressive behavior/delinquency</td>
<td>Youth self report</td>
<td>Identifies youth in need of further assessment Public domain instrument</td>
<td>Administer to one youth at a time Test applicability to ethnic minority youth</td>
</tr>
<tr>
<td>CAFAS Hodges (2000a)</td>
<td>School/work, home, community, behavior toward others, moods/emotions, self-harmful behavior, substance use, thinking, material needs and family/social</td>
<td>Parent rating Teacher rating Youth self report Structured observation</td>
<td>Easy training for administration Helps prioritize interventions Objective measures of functioning</td>
<td>Requires time investment in observing behaviors and collecting collateral information</td>
</tr>
<tr>
<td>Instrument (developer)</td>
<td>Subscales</td>
<td>Classification</td>
<td>Strengths</td>
<td>Limitations</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| DISC Shafer, Fisher, Lucas, Dulcan, & Scwab-Stone (2000) | Anxiety, mood, disruptive behavior, substance use, and miscellaneous (eating disorders, tic disorders, etc.) | Youth self-administered, computerized, structured interview | Results in diagnosis allowing for more thorough planning  
No professional training required in administration  
Computer administration may ease discloser of suicidal ideation | Computer skills necessary  
Does not address other social or environmental domains  
Potential social desirability |
| mmpi-A Archer (1997) | Validity scales (e.g. defensiveness, tendency to exaggerate, response consistency), clinical scales (e.g. psychopathology such as depression, anxiety, schizophrenia, antisocial behaviors), content scales (e.g. externalizing behaviors, anger, low self-esteem), and supplementary scales (immaturity, repression) | Youth self-report | Widely used  
Useful in assessing change over time  
Ease of administration | Requires trained professional to administer  
Ability to predict violent recidivism has not been evaluated |
| mACI millon (1993) | Validity scales (disclosure, desirability, debasement), reliability scale, clinical syndrome scales (eating dysfunction, substance abuse, delinquent predisposition, impulsive propensity, anxious feelings, depressive affect, suicidal tendency), personality scales (introversive, inhibited, doleful, submissive, dramatizing, egotistic, unruly, forceful, conforming, oppositional, self-demeaning, borderline tendencies), and expressed concern scales (identity confusion, self-devaluation, body disapproval, sexual discomfort, peer insecurity, social intensively, family discord, child abuse) | Youth self-report | Minimum training for administrators  
Built in measure of validity and reliability  
Consistent with DSm-IV | Relies on client retrospective reports rather than file data  
More research needed to assess predictive ability in juvenile justice setting |
<table>
<thead>
<tr>
<th>Instrument (developer)</th>
<th>Subscales</th>
<th>Classification</th>
<th>Strengths</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>YLS/CmI Hoge, Andrews, &amp; Leschied (2002)</td>
<td>Assessment of risk and needs (prior/current offenses, family circumstances, education/employment, peer associations, substance abuse, leisure, personality/behavior, and attitude); Summary of risk/need factors (comparing scales to normative ranges); Other needs/special circumstances (situational information such as parental drug use or behavioral records that add information specific to youth); professional override feature (asks clinician to use clinical judgment considering all relevant information to rate youth’s risk level); Contact level (intensity of services recommended; Case management plan (specific goals and objectives for reaching goals)</td>
<td>Trained professional completes structured assessment using information from youth interview, file review, and collateral sources</td>
<td>Can be administered by “front-line” staff</td>
<td>Requires time to review collateral materials; Low reliability on one subscale</td>
</tr>
<tr>
<td>SAVrY bartel, borum, &amp; Forth (2000)</td>
<td>Protective factors (prosocial involvement, strong social support, strong attachments and bonds, positive attitude toward intervention and authority, strong commitment to school, resilient personality traits); risk factors including: historical (history of violence, of nonviolent offending, early initiation of violence, history of self harm, childhood exposure to maltreatment, parental criminality, early caregiver disruption, poor school achievement), individual (negative attitudes, risk taking/impulsivity, substance use difficulties, anger management problems, low empathy/remorse, ADHD difficulties, poor compliance, low interest/commitment to school) and social/environmental (peer delinquency, peer rejection, stress/poor coping, poor parental management, lack of personal/ social support, community disorganization)</td>
<td>Examiner uses information from a systematic assessment of risk and protective factors collected through interview with youth and review of records (police/probation, mental health, social service reports) to make a structured professional judgment</td>
<td>Does not provide a decision or cut off point requiring knowledge of how identified factors relate to behaviors</td>
<td>No formalized training provided; Requires qualified examiners; Predicts case specific violence not general violence likelihood</td>
</tr>
<tr>
<td>pCL:YV Forth, Kosson, &amp; Hare (2003)</td>
<td>Impression management, grandiose sense of worth, stimulation seeking, pathological lying, manipulation of personal gain, lack of remorse, shallow affect, lack of empathy, parasitic orientation, poor anger control, impersonal sexual behavior, early behavior problems, lacks goals, impulsivity, irresponsibility, failure to accept responsibility, unstable interpersonal relationships, serious criminal behavior, serious violence of conditional release, and criminal versatility</td>
<td>Examiner uses information from an intensive interview with the youth, collateral sources, and review of the chart to rate the youth on 20-item checklist</td>
<td>Identifies risk factors for potentially very serious offenders</td>
<td>Complex training and advanced graduate degree recommended for administering assessment; Controversy over stigmatizing youth with psychopathy label</td>
</tr>
</tbody>
</table>
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CRIMINAL JUSTICE AGENCIES have become de facto settings for mental health treatment and other clinical services (Lurigio & Swartz, 2000). The growing number of persons with serious mental illness (SMI) who appear at each step in the criminal justice process—from arrest to post-incarceration release—has forced professionals in corrections, who usually have no backgrounds or experiences in the mental health field, to continually face the challenges of identifying, referring, and case managing the mentally ill. With or without special training or guidelines, most criminal justice professionals (such as police officers, probation officers, prison intake workers, and parole agents) screen individuals for mental illness in their daily practice. They do so in order to make decisions about such options as diversion, segregated housing, treatment, or other specialized interventions.

Screening for SMI involves a brief initial evaluation about a client’s need for mental health services, which can be done at the point of arrest, sentencing, or imprisonment. It also can be done formally or informally, and can trigger either an immediate decision or a more comprehensive psychiatric evaluation designed to help make subsequent mental health-related decisions about a case. For example, police officers at the scene determine who should be diverted for an emergency hospitalization instead of arrested and who is at risk of attempting suicide in lockup. Probation officers conduct mental health screening as part of an overall needs assessment to determine offender classification and service brokerage. Detention and correctional officers screen incoming prison inmates and jail detainees for mental illness in order to assign them to specialized housing and programming.

This article examines the use of actuarial screening tools that have been developed to flag persons with SMI for further assessment, diagnosis, and treatment in institutional and
community-based correctional facilities. In the absence of such tools, the mentally ill in the
criminal justice system are likely to go unrecognized and untreated. The paper is divided into
four major sections. The first discusses the prevalence of persons with SMI in jail, prison, and
probation populations and the dearth of mental health services for them. The second emphasizes
the use of valid and reliable screening tools as an important first step in providing services for
offenders with mental illness. The third presents the results of two studies that have tested mental
health screening tools for use with criminal justice populations. The fourth concludes with
recommendations for the incorporation of mental health screening tools in the intake protocols of
correctional departments.

Mentally Ill in Criminal Justice Settings

Over the past 20 years, several epidemiological studies have shown that substantial numbers of
persons involved in the criminal justice system have SMI, such as schizophrenia, bipolar
disorder, and major depression (Abram & Teplin, 1991; Abram et al., 2003; Ditton, 1999;
Diamond et al., 2001; Human Rights Watch [HRW], 2003). The three largest psychiatric
facilities in the United States are urban jails: the Los Angeles County Jail, the Cook County Jail
(CCJ) in Chicago, and the jail at Riker’s Island in New York City (Insel, 2003). One estimate
suggests that 900,000 individuals with SMI are admitted to our nation’s jails annually (Steadman,
Scott, Osher, Agnese, & Robbins, 2005). Many factors explain the large numbers of the mentally
ill in offender populations. These factors include transinstitutionalization, stricter civil
commitment laws, homelessness, public order policing, and the fragmentation of the mental
health and drug treatment service systems (HRW, 2003; Lamb & Weinberger, 1998; Lurigio,
2005; Lurigio & Swartz, 2000).

Ditton (1999) has conducted the only national study to date on the prevalence of the mentally ill
in correctional populations. She reported that, at midyear 1998, an estimated 283,800 mentally ill
offenders were incarcerated in our nation’s prisons and jails. A total of 16 percent of those
surveyed in each population reported either a mental health condition or an overnight stay in a
mental hospital. Approximately 16 percent, or an estimated 547,800 probationers, indicated that
they had experienced in their lifetime a mental disorder or stayed overnight in a mental hospital.

Based on information from personal interviews, state prison inmates with a mental disorder were
more likely than other inmates to be incarcerated for a violent offense (53 percent compared with
46 percent) and to be under the influence of alcohol or drugs at the time of the current offense
(59 percent compared with 51 percent). They also were more than twice as likely as other
inmates to have been homeless in the 12 months before their arrest (20 percent compared with 9
percent). More than three-quarters of mentally ill inmates had been sentenced to prison, jail, or
probation at least once prior to their current sentence. Since admission, 61 percent of mentally ill
inmates in state prison and 41 percent of mentally ill detainees in local jails reported that they
had received treatment for a mental health problem, including counseling, medication, or other
mental health services (Ditton, 1999).

The large number of mentally ill offenders underscores the need for effective mental health
screening and treatment services. Courts have ruled consistently that jails and prisons are legally
obligated to provide mental health and other medical services to detainees and prisoners
(Diamond et al., 2001; Veysey & Bichler-Robertson, 2002). Left untreated, incarcerated persons
with SMI have trouble adapting to life in prisons and jails, as well as following the written and
unwritten rules that are inherent in the daily routines of correctional facilities (HRW, 2003;
Torrey, 1995). Furthermore, prisoners and detainees with SMI are at high risk for suicide,
disciplinary infractions, and victimization (Dicataldo et al., 1995; HRW, 2003). Similarly,
mentally ill probationers often have trouble complying with their probation orders, such as
reporting to their probation officers or finding employment and housing opportunities. These
difficulties increase their risk for a technical violation or new arrest (Solomon & Draine, 1999).

“minimally adequate mental health treatment programs” in prisons. These standards consist of the systematic mental health screening and evaluation of inmates; the capacity to ensure that treatment involves more than just inmate segregation; the provision of individualized treatment by trained mental health professionals; the maintenance of accurate and complete mental health records; the supervision and review of prescriptions; and the identification of inmates with suicidal tendencies (Jemelka et al., 1993). Other case precedents have established jail detainees’ rights to mental health treatment and aftercare services (e.g., Brad H. et al. v. City of New York et al. 185 Misc. 2d 420; 712 N.Y.S. 2d 336 [Sup. Ct. 2000]).

Notwithstanding the clear legal mandate to provide mental health services, and the prodigious numbers of offenders who need and receive such services, many mentally ill individuals remain unidentified and untreated while under the jurisdiction of the criminal justice system (Elliot, 1997; National Commission on Correctional Health Care [NCCHC], 2002; Steadman & Veysey, 1997; Teplin, 1990). For example, in a study of female jail detainees, Teplin et al. (1997) found that only 25 percent of those meeting the criteria for SMI received treatment within one week of admission. As Ditton (1999) found, nearly 40 percent of prison inmates and 60 percent of jail detainees with mental illness reported that they were receiving no mental health services during their recent incarceration.

These findings mirror those of broader studies of mental health care for prisoners (ACP et al., 1992; Jordan et al., 1992) and probationers (Lurigio et al., 2003), which also have found high rates of untreated mental illness. For example, a survey of probation departments by Boone (1995) found that only 15 percent of those responding to a national survey had programs for the mentally ill. Several factors contribute to the criminal justice system’s failure to deliver adequate treatment to individuals with SMI. These include the scarcity of mental health resources, the rapid turnover of detainees in jails, correctional staff with little clinical training, and significant increases in the criminal justice population, which exceeds the capacity of criminal justice organizations to implement mental health services for all persons who require such care (NCCHC, 2002).

### Need for Mental Health Screening Tools

Clinicians use several techniques at intake to collect information for formal psychiatric evaluations. In general, they examine the type and severity of the symptoms (what the patient reports) and signs (what the clinician observes) of SMI. The two key components of the evaluation process are the construction of treatment histories, including the use of medications, and the performance of mental status examinations to evaluate current levels of cognitive, social, behavioral, and emotional functioning. Information gathering techniques include structured and unstructured interviews, symptom questionnaires, patient observations, personality inventories, and psychological tests. The clinician integrates the findings from these various sources in order to render a diagnosis and recommend a psychiatric treatment and rehabilitation plan (Nolen-Hoeksema, 2005).

The basic psychometric properties of psychiatric assessment tools are validity and reliability. The former refers to the accuracy of instrumentation and the latter to the consistency with which such instrumentation is used to collect information. The field of psychometrics has established different types of validity and reliability for different purposes of instrument construction and application (Anastasi & Urbina, 1997). Two other concepts useful in determining the accuracy of an assessment or screening tool are sensitivity and specificity. Sensitivity is the likelihood that a tool will find disease among those who have the disease, or the proportion of people with disease who have a positive test result. Specificity is the likelihood that a tool will find no disease among those who do not have the disease, or the proportion of people free of a disease who have a negative test result.

As we suggested in our preceding discussion, psychiatric assessment requires considerable time, skill, and training in the use of specialized diagnostic tools and criteria. Few correctional staff
persons have such backgrounds or knowledge. Clinicians often are hired in correctional settings to perform assessments and treatment, but their time is usually limited and their caseloads are overwhelmingly high (Earley, 2006). Hence, it is infeasible and costly to conduct a full-blown psychiatric assessment on every person entering the criminal justice system.

To conserve sparse clinical time and resources, mental health screening should be employed; its goal is the identification of persons who need further evaluation. However, if mental health screening is done at all in criminal justice settings, screening tools are usually unstandardized, and screening procedures vary greatly within and among agencies. The validity and reliability of such screening results are quite low (Steadman & Veysey, 1997). For example, a survey of state prisons found most of the responding institutions had no valid data on the prevalence of various psychiatric conditions (primarily SMI) in their inmate populations—a problem attributable to antiquated information systems as well as to non-standardized screening and assessment procedures (Hornung et al., 2002).

Although no comparable surveys have been conducted of probation departments or jails, a similar degree of variation in screening and referral practices is likely to be found in those settings as well (Lurigio et al., 2003; Skeem et al., 2003). As Steadman, et al. (2005) noted about screening for mental health problems in jails: “Screening may consist of anything from one or two questions about previous treatment to a detailed, structured mental health status examination” (p. 816).

Overall, few criminal justice agencies employ brief screening tools that are constructed and validated specifically for offender populations (Swartz, 2001). Since the inception of the war on drugs, criminal justice administrators and practitioners have encouraged the use of screening and assessment tools to detect substance use disorders. However, they have paid little or no attention to the development of comparable instruments for detecting mental illness (Peters et al., 2000).

Many criminal justice agencies construct their own psychiatric screening tools, which rarely are subjected to rigorous reliability and validity studies and often are based simply on face validity, which is the lowest level of measurement accuracy. Face validity requires only that a tool appears to be measuring what it purports to measure. Still others rely on probation officers’ subjective judgments about mental health needs, which tend to grossly underestimate the number of probationers with SMI (Lurigio & Swartz, 2006). The best screening tools have high predictive validity: “most of the people who are flagged by [the tool] as being positive should, on assessment, be found to have a treatable serious mental illness” (Steadman, et al. 2005, p. 817).

The screening instrument presently used in the CCJ is typical. More than 300 detainees are processed through reception and classification every day at the jail. They are screened for psychiatric problems by mental health specialists who ask a short series of questions about previous psychiatric hospitalizations, current use of psychiatric medication, and recent thoughts of suicide. This set of questions is consistent with recommended screening practices for jails and prisons and is effective in identifying many individuals who require further assessment and treatment (American Psychiatric Association [APA], 1989; Steadman & Veysey, 1997). Nonetheless, the questions are likely to miss numerous other individuals with SMI, specifically, those who have no previous hospitalizations or current suicidal ideation, or who are taking no psychiatric medications (Teplin, 1990; Teplin et al., 1997; Teplin & Swartz, 1989). Teplin (1990) reported that these criteria missed nearly two-thirds of the mentally ill detainees who were identified with an independently administered and standardized clinical instrument.

As we noted above, screening instruments for psychiatric disorders have been validated on samples from the general population but not on samples from criminal justice populations. The accurate estimate of the underlying prevalence of a disorder is important for clinical decision-making purposes; for example, a determination of when a person’s symptoms suggest that further evaluation and treatment are warranted (Schmitz et al., 2000). Thus, a screening tool for correctional settings should be tested on criminal justice populations, where the prevalence of psychiatric disorders is higher than it is in the general population (HRW, 2003). The choice of a
corrections-based screening tool also must consider the conditions that apply to screening in criminal justice settings, which place constraints on the kinds of screening instruments that are best suited for those contexts where there is a shortage of clinical services and treatment slots and a high volume of screenings, which are conducted by correctional staff persons who have no clinical or diagnostic expertise.

Hepburn (1994) recommended that screening instruments for substance use disorders in criminal justice settings have standardized and replicable scoring criteria that can be implemented and interpreted by lay interviewers. They also should be brief and easy to administer without the need for extensive training. Screening for psychiatric illnesses in a criminal justice setting is subject to the same contextual limitations and pressures as screening for substance use disorders. Therefore, the ideal psychiatric screening device would have the same properties as a substance abuse screening device.

Defining the appropriate content of a screening instrument for psychiatric disorders is much more difficult than it is for substance use disorders, for two basic reasons. First, the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-TR), Axis I (Clinical Disorders) has 15 general categories of non-substance use disorders (APA, 2002). It is possible to screen briefly for all drugs of abuse or simply for the presence of any substance use problem. However, it is impossible (at the very least, highly unwieldy) to efficiently screen for every Axis I psychiatric diagnosis. Second, even if it was possible to screen for every DSM-IV, Axis I disorder, not everyone with a disorder needs treatment. Clinical severity and treatment need lie on a continuum; even some persons with seemingly severe psychiatric disorders are able to function adequately without clinical intervention (Regier et al., 1998). The challenge is to determine which psychiatric disorders should be included in a screening tool and to define when a disorder is severe enough to warrant clinical intervention or further assessment.

### Candidate Screening Instruments

A couple of approaches have been adopted to simplify standardized screening procedures for psychiatric disorders. The first determines if an individual meets the diagnostic criteria for a few diagnoses that are likely to be clinically severe and to require treatment and other interventions. This restricted subset of all DSM-IV diagnoses typically includes those that are widely regarded as SMIs: schizophrenia, bipolar disorder, and major depressive disorder. Similar to the longer assessment instruments for psychiatric diagnosis, such as the Composite International Diagnostic Interview (CIDI) (Robins et al., 1988) from which they were derived, these instruments are modular. Each module consists of a sequence of questions for diagnosing a specific disorder or class of disorders.

Among the tools that adopt a diagnostic approach to screening are the Composite International Diagnostic Interview – Short Form (CIDI-SF) (Kessler et al., 1998), the Mini-Neuropsychiatric Interview (MINI) (Sheehan et al., 1998), and the Referral Decision Scale (RDS) (Teplin & Swartz, 1989). The administration time for these relatively brief instruments can be shortened further by omitting modules that screen for disorders that are of little interest to clinicians or researchers.

Despite their administrative flexibility, problems of over- and under-identification with this class of instruments limit their usefulness, particularly in resource-constrained criminal justice settings in which accuracy is crucial. The diagnostic approach to screening equates the need for clinical intervention with diagnosis. Persons who meet the diagnostic criteria for one or more disorders are referred for further assessment and possibly treatment. Those who meet none of the full criteria for any disorders are not referred for either further assessment or treatment.

The potential drawback of such techniques is that they miss persons who have a severe disorder that is not contained in the screening tool (such as post-traumatic stress disorder, generalized anxiety disorder) but that nevertheless requires clinical intervention. These errors are called false
negatives: concluding that a person with mental illness has no disorder. Such individuals might receive no treatment, while detained or under supervision, despite the clinical severity of their conditions. They are at risk for problems associated with untreated SMI (e.g., rearrest, homelessness, violence, substance abuse). Moreover, despite the administrative flexibility of being able to select the diagnoses that are included in the screening, the necessity of obtaining a DSM-IV diagnosis adds a level of complexity to the instruments that is attributable to the use of skip patterns and question probes. Given the lack of clinical and interviewing skills among corrections staff, the inclusion of even a small number of skip patterns and probes can sharply reduce the validity and reliability of the instrument.

The problems related to using a diagnostic approach to screening for psychiatric treatment have recently led to a second approach that de-emphasizes diagnosis and focuses instead on symptom severity and level of impairment (Kessler et al., 2002). Although this approach has been discussed widely in the literature (see Murphy, 2002), it has recently gained currency because large-scale epidemiological surveys, such as the Epidemiological Catchment Area (ECA) study and the National Comorbidity Survey (NCS), have found surprisingly high prevalence rates of psychiatric disorders (Kessler et al., 1994; Regier et al., 1990).

In both studies, between 20 and 30 percent of the general population met the DSM-IV criteria for at least one past-year Axis I disorder. As it is unlikely that this large a proportion of the general population required mental health treatment services, the findings of these surveys were of limited usefulness in guiding federal and state treatment resource allocations. These findings also suggested that screening for symptom severity and level of functional impairment is a more efficient way of discerning the need for psychiatric treatment (see Regier et al., 1998; Slade & Andrews, 2002).

The tools related to the symptom-severity approach are particularly applicable for use in criminal justice settings. Their advantages include the use of briefer screening instruments, without skip patterns and probes, which makes the screening tool simpler to administer. Such screening tools can be implemented by lay interviewers to identify individuals with the most severe psychiatric disorders, regardless of diagnosis. This approach conserves limited resources for only those mentally ill persons most in need of services. In other words, such tools can avoid false positives, which identify as mentally ill persons whose symptoms are not severe enough to warrant treatment. A low false positive rate is especially important in criminal justice settings, in which scarce mental health resources must be used sparingly (Steadman et al., 2005).

SMI Screening Tools for Criminal Justice

K6/K10. Among the class of instruments that take this approach to screening are the K6/K10 scales that, for the reasons we mentioned above, appear to be especially promising for use with criminal justice populations (Kessler et al., 2002). Kessler et al. (2002) began the tool-building process with a large pool of items derived from an extensive battery of psychological instruments. They then used analytic procedures, based on item-response theory, to distill a subset of 10 questions (the K10) and a completely overlapping subset of 6 questions (the K6).

The K6 asks respondents how often in the previous month they felt “nervous,” “so sad that nothing could cheer [them] up,” “restless or fidgety,” “hopeless,” “everything was an effort,” and “worthless.” These questions identified with maximum sensitivity the individuals who met the following two criteria: a past-year diagnosis of any DSMIV Axis I psychiatric disorder and a Global Assessment of Functioning (GAF) score below 60 (i.e., moderate to severe impairment in functioning) (see APA, 2002, and Endicott et al., 1976).

Further calibration of the K6/K10 scales was done to select cutoff scores that identify individuals above the 90th percentile in symptom severity, consistent with estimates which suggest that 6-10 percent of the general population needs psychiatric treatment services at any given time (Kessler et al., 2002). In validity studies, the K6 scale has performed as well as the K10 in identifying
individuals with SMI and has become the more widely used instrument (Kessler et al., 2003). The K6 is now included in national surveys, such as the National Survey on Drug Use and Health (NSDUH) and the National Health Interview Survey (NHIS).

Despite its widespread application in general population studies of psychiatric disorders, we are the only researchers to validate the K6 for use with a criminally involved sample of persons. We demonstrated the use of the K6 scale with a sample of adults who reported an arrest in the past year, and compared the classification results of the K6 screen with those obtained using a common, but unvalidated, set of screening questions (e.g., receipt of past psychiatric treatment services, use of prescribed psychiatric medications). Specifically, we compared the diagnostic accuracy of the unvalidated set of questions with the K6 classification results, and examined the characteristics of participants who are misclassified in order to understand why they were incorrectly identified by standard criteria. We also examined the characteristics of offenders who screened positive on the K-6 scale for SMI, compared with those who screened negative (Swartz & Lurigio, 2005; Swartz & Lurigio, in press).

We found that nearly 20 percent of the 1,700 participants with a past-year arrest in the 2002 NSDUH sample had a K6 score of 13 or higher, indicating that in the past year they had experienced symptoms of severe psychological distress consistent with the presence of SMI. Our findings also indicated that all the items in the K6 work equally well in detecting SMI among arrestees for both genders. In addition, we found the same pattern of item and scale consistency among different racial/ethnic and age groups. Respondents with SMI were more likely than those with no SMI to report a past-year substance use disorder that met the DSM-IV criteria for dependence or abuse; they also were more likely to have received drug abuse and mental health treatment in the past year (Swartz & Lurigio, 2005; Swartz & Lurigio, in press).

Brief Jail Mental Health Screen. The Brief Jail Mental Health Screen (BJMHS) was derived from the RDS (Teplin & Swartz, 1989) and consists of eight dichotomous questions. The first six ask respondents whether they currently believe someone is putting thoughts into, or taking them out of, their heads; whether they currently believe that other people read their minds; whether family or friends have noticed that they are more active than usual; whether they have gained or lost weight for several weeks without trying to do so; and whether they have currently felt useless or sinful. The last two questions ask whether they are currently taking any medication for emotional or mental health problems and whether they have ever been in a hospital for emotional or mental health problems.

To test the concurrent validity of the BJMHS, Steadman et al. (2005) studied samples of detainees who were and were not referred for mental health services based on the scale scores. Each of the detainees in those groups also was evaluated with the Structured Clinical Interview for DSM-IV (SCID), which provides a diagnosis-driven assessment of mental health problems. In this study, the SCID served as the gold standard, or the accepted reference or diagnostic test, for psychiatric illness. Results showed that the BJMHS correctly classified as having a diagnosable mental illness nearly 75 percent of the male detainees but only 62 percent of the female detainees. The researchers concluded that the BJMHS is, overall, a practical, simple, and efficient tool for psychiatric screening in jails, but that it has an unacceptably high false-negative rate for women.

Summary and Conclusions

Individuals with SMI are over-represented in the criminal justice system. Since Abramson’s (1972) seminal work on the criminalization of the mentally ill, such persons have become more abundant in terms of their absolute numbers and proportionate representation in correctional populations. Their prevalence in jails, prisons, and probation caseloads is likely to grow even further unless fundamental changes take place in the circumstances that contribute to their involvement in the criminal justice system. However, the historical factors that encouraged the criminalization of the mentally ill are still common today: the lack of community-based mental
health services for persons with SMI, the splintering of the drug abuse and mental health treatment systems, and the legal restrictions on involuntary commitment (Lurigio, 2005).

Persons with SMI often reside in environments where crime and opportunities to commit crime are rampant, drug and crime enforcement strategies are aggressive, and mental health and drug abuse treatment programs are limited or inaccessible—all of which increase the likelihood that the mentally ill will be caught in the criminal-justice web (Draine, 1993; Fisher, Silver, & Wolff, in press). In addition, the co-occurrence of psychiatric and substance use disorders, which is more common in the criminal justice population than in the general population, elevates the risk of arrest, violent behavior, hospitalization, incarceration, recidivism, and a host of other adverse life events. The failure to treat SMI, substance use disorders, and their comorbidity jeopardizes public safety, promotes recidivism, and can result in legal liability for criminal justice departments that are unresponsive to clients’ needs for mental health services (Lurigio, 2003).

Effective screening is the first step in properly addressing the behavioral healthcare problems of the mentally ill in the criminal justice system. Mental health resources within agencies and communities are scanty; therefore, accurate identification for direct service provision or referral is paramount. As we have noted in this article, corrections professionals typically have no background, training, or experience in the assessment or treatment of mental illness. Moreover, information on treatment history and current use of psychiatric medication is not always an accurate indicator of a current mental health problem. Similarly, subjective judgments regarding mental health treatment need are fraught with errors and lead to inconsistent and biased decisions among probation officers and other professionals, including those with expertise in the mental health field (Lurigio & Swartz, 2006).

We recommend the use of the K-6 as a promising screening instrument for criminal justice populations. The BJMHS is also a viable option for such purposes but should be further refined to improve its specificity with women offenders. For both tools, more validation studies should be conducted to test their preciseness with different correctional populations. In addition, the construction of mental health screening tools for correctional clients should focus on identifying persons with comorbid psychiatric and substance use disorders. Such a screening tool is presently being developed as part of the large-scale, federally funded project known as the Criminal Justice-Drug Abuse Studies Initiative (CJ-DATS), which is funded by the National Institute on Drug Abuse (Sacks, Melnick, & Coen, 2005). Finally, feasibility, time, and resource studies must be undertaken to examine the effects of widespread mental health screening in criminal justice settings. The bottom line is whether screening actually results in better outcomes for individuals with SMI who are involved in the criminal justice system.
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IN BOTH RESEARCH and practice, the past two decades have produced considerable developments in the field of specialized risk assessment for sexual offenders. Dozens of studies have contributed to a growing evidence base regarding recidivism risk factors and the potential efficacy of treatment interventions (Hanson & Bussiere, 1998; Hanson & Morton-Bourgon, 2004). On the basis of these findings, a broad array of specialized actuarial and guided clinical assessment instruments have been introduced and continue to be tested and refined (Doren, 2004a).

These developments have been fueled in part by resurgent policy attention to the issue of sex offender management during the past 15 years. Prompted in part by federal legislation, registration and community notification laws have been adopted nationwide, calling for effective systems of classifying levels of risk (Adams, 2002). Since 1990, seventeen states have adopted civil commitment laws for sexual predators—policies predicated on predictions of future violence and increasingly requiring states to address the complex issues associated with an individual’s suitability for community release (Harris, 2005). The emergence of specialized models for community supervision of sexual offenders has demanded effective means of applying risk assessment in a multi-disciplinary context (English, Pullen, & Jones, 1997). The introduction of risk-based sentencing systems has produced unique demands for evidence-based decision tools that can both inform the sentencing process while ensuring due process (Kern & Farrar-Owens, 2004). As of this writing, legislative activity shows few signs of slowing, with the issue of sex offenders remaining at the top of state legislative crime control agendas (National Conference of State Legislatures, 2006).

While increased policy focus on these issues has produced both a significant expansion of the evidence base and the increased attention of researchers, it has also presented the burgeoning field of sex offender risk assessment with considerable challenges. The often overlooked heterogeneity of the population to be managed, coupled with the diverse range of organizational and programmatic contexts in which risk assessment is required, produces considerable potential for over-generalization of particular findings or the misapplication of particular tools or approaches.

As our policies have evolved, sex offender risk assessment has been called upon to respond to the needs of multiple stakeholders and to meet a wide range of legal, forensic, and clinical
purposes. Treatment professionals use it to develop treatment plans or evaluate progress. Probation and parole personnel use it to establish suitability for community supervision, case management, and intervention. The courts apply it for purposes of civil commitment or criminal sentencing. Law enforcement has adopted it for purposes of profiling, investigation, or designation of sex offender risk levels for purposes of registration and community notification.

Considering this diversity of contexts, it would appear that one-dimensional “debates” over the relative merits of particular approaches to risk assessment (e.g. clinical vs. actuarial approaches) may miss an essential part of the picture. Indeed, the key to finding “middle ground” between competing viewpoints may rest primarily in achieving greater clarity of our goals and objectives, and in adapting our methods and practice to meet those goals (Dvoskin & Heilbrun, 2001).

Consistent with this view, this article aims to present the discussion regarding sexual offender risk assessment in a circumscribed programmatic context, with specific focus on the practice of community-based supervision of sexual offenders.

This article consists of two parts. The first reviews the current state of sex offender risk assessment, considering the factors known to be associated with sexual recidivism and the methods currently utilized to translate those factors into risk assessment practice. The article’s second section applies this understanding to the specific programmatic context of community-based supervision of sexual offenders, and sets forth a framework for integrating current risk assessment knowledge into systems of community-based supervision of sexual offenders.

Sexual Offender Risk Assessment—The State of the Field

As noted in the introduction, advances in the field of specialized sex offender risk assessment accelerated greatly beginning in the 1990s. While this development was spurred in part by advances in general violence risk assessment research, it was greatly facilitated by a range of critical developments in the realm of public policy surrounding sexual offenders (Hanson, 2005). On the legislative front, these developments included the spread of sex offender registration and community notification laws across the nation and the passage and implementation of civil commitment laws for sexually violent predators. Concurrently, with growing national emphasis on issues surrounding prisoner re-entry and community corrections, jurisdictions across the country were expanding and refining a range of specialized community supervision models for sexual offenders (English et al., 1997).

The common thread running through each of these diverse policy strategies is the shared goal of reducing recidivism among individuals previously convicted of sexual offenses. Consistent with this goal, policymakers, researchers, and practitioners have focused increasing attention on three main areas:

- The identification of risk factors associated with sexual recidivism;
- The integration of those risk factors into structured assessment instruments; and
- The refinement of interventions aimed at reducing re-offense rates.

This section addresses the first two areas, setting the stage for a later discussion of the implications of risk assessment for guiding community supervision interventions.

Risk Factors for Sexual Re-Offense

In 1998, Hanson and Bussiere published a meta-analysis of 61 studies providing information on 28,972 sexual offenders and investigating risk factors associated with sexual recidivism (Hanson & Bussiere, 1998). This was followed in 2004 by an updated metaanalysis encompassing the initial studies plus additional research conducted between 1998 and 2003, accounting for a total of 95 studies and over 31,000 sexual offenders (Hanson & Morton-Bourgon, 2004).

The studies found aggregate sexual reoffense rates (based on average follow-up periods of 5-6
years) of 13.4 percent and 13.7 percent, respectively. The earlier study further differentiated sexual re-offense rates between child molesters (12.7 percent re-offending) and rapists (18.9 percent reoffending). The studies also reported on rates of re-offense related to non-sexual violent crimes, finding overall re-offense rates of 12.2 percent and 14 percent (9.9 percent of child molesters and 22.1 percent of rapists).

Identified risk Factors

While the later study included some notable additional findings, the two analyses were fairly consistent in their overall conclusions regarding the major predictors of long-term recidivism.

Topping the list in both studies was the presence of certain types of sexual deviancy, as measured by both phallometric assessment and deviant sexual preferences as measured by standardized tools or clinical records. The Hanson and Bussiere study found sexual interest in children (i.e., pedophilia) to be a strong predictive factor in child molesters, although it did not find sexual interest in rape to be a significant predictor among rapists. The later study confirmed this finding, adding the existence of other paraphilias (such as exhibitionism and voyeurism) as having additional predictive value. The study further cautioned that the lack of findings regarding an association between sexual reoffense and paraphilic interest may be due to a limited number of studies that investigated this association, and suggested further research in this area.

The second most dominant factor identified in both studies involved the presence of antisocial lifestyle and orientation, as characterized by “rule violations, poor employment history, and reckless, impulsive behavior.” (Hanson & Morton-Bourgon, 2004). Notably, in contrast with the sexual deviance variables, this factor has been consistently found to serve as a strong predictor of general recidivism in non-sexual criminals (cite Bonta et al. 1998). Considering this, some have questioned whether similar mechanisms are at work in sexual and nonsexual offenders, or if antisocial orientation interacts with other predictors to create a unique dynamic among sexual offenders.

Beyond these first two major factors—sexual deviance and antisocial orientation—the meta-analyses identified a range of additional factors established as having moderate predictive value. These factors included:

- Age (younger offenders presenting higher risk);
- Number of prior offenses;
- Single marital status;
- Treatment failure;
- Sexual preoccupations; and
- Intimacy deficits.

Methodological Considerations

Despite the growing base of knowledge related to risk factors for sexual recidivism, research in this area has been constrained by a range of methodological issues. Most of these issues relate, in one way or another to the base rate of sexual offending—i.e. the proportion of individuals within the population who eventually re-offend.

As noted above, the aggregate base rate for sexual offender as established by studies included in meta-analyses is somewhere between 13 percent and 14 percent. For a variety of reasons, however, this figure most likely underestimates the “true” rate of sexual offending, and additionally does not effectively capture the range of variation in this rate across subsets of the sex offender population. Issues commonly associated with the base rate include:

Under-reporting — The vast majority of studies addressing the issue of sexual recidivism operationalize re-offense as incidents that are detected and lead to arrest and conviction. It is fairly well-established that only a limited proportion of sexual crimes—perhaps fewer than one in three—are reported to the police (Hart & Rennison, 2003). Accordingly, it is likely that actual re-offense rates may be substantially higher than those captured by recidivism researchers. A
related confounding factor relates to the fact that the extent of this under-estimation may not be
uniform across groups of offenders, considering that offenders with certain characteristics (such
as higher intelligence) may simply be more adept at avoiding detection.

Population heterogeneity —Sexual offenders are an extremely diverse group. Beyond the
fundamental distinction between rapists and child molesters, each of these groups includes a
wide range of subtypes linked to victim choices, underlying motivations, behavioral patterns, and
other factors (Knight & Prentky, 1990; Lanning, 1986). This heterogeneity has a range of
implications for both research and practice. From a methodological vantage, failure to effectively
distinguish between these subgroups in research designs complicates the capacity to conduct
within-group analysis, especially with those groups that are under-represented in samples or
those with low overall base rates. In terms of application, this diversity of the offender population
is generally not acknowledged in commonly used actuarial tools, leading some to question the
validity of these instruments as means of predicting violence in individual cases (Hart, Webster,
& Menzies, 1993).

Timeframes —For reasons of resources and practicality, studies employ a wide range of follow-
up periods in their assessment of recidivism. Although the studies included in Hanson and
Bussiere’s meta-analysis involved an average follow-up period of five years, evidence suggests
that the risk of re-offense may extend far beyond this threshold (Hanson, Stey, & Gauthier,
1993). Hence, the research time horizon must be viewed as a source of potential bias in the
derivation of the base rate.

Statistical Significance —From a research standpoint, the most immediate implication of a
relatively low observable base rate involves researchers’ reduced capacity to draw statistically
significant conclusions from available data. While this may be mitigated in part by increasing the
sample size, many studies are limited in their capacity to expand their samples due to resource or
logistical constraints.

Diminished Predictive Value —The predictive capacity of actuarial risk assessment instruments
is directly influenced by the base rate upon which that instrument has been based and validated—
the lower the base rate, the higher the probability of error. In general, low base rates are most
likely to increase the probability of “false alarms.”

Static and Dynamic Factors

Reviewing the major variables known to be most closely associated with long-range sexual
recidivism, many have noted that the majority of these factors are either static or highly stable in
nature. While we have developed a fairly good sense of these immutable case characteristics that
might place certain individuals at higher risk of re-offense than others, we have a much more
limited understanding of the influence of dynamic characteristics associated with sexual
recidivism risk (Craissati & Beech, 2003; Hanson & Harris, 2000b).

Certainly, the use of static variables in an applied context carries some clear advantages. Beyond
their long-range predictive value, they are comparatively easily accessible through official
records, and generally involve little or no subjective judgment. Yet over time, these static
predictors gradually lose their utility for the majority of offenders under community supervision.
Hence, effective systems of community supervision may begin with an understanding of an
individual’s general risk as predicted by static variables, but ultimately depend on our capacity to
identify and respond to changes in risk levels over time.

Dynamic variables may be viewed in terms of stable and acute factors (Gendreau, Little, &
Goggin, 1996; Hanson & Harris, 2000b). Stable factors are those mutable characteristics of the
individual that may change over time, but are not generally subject to short-term fluctuations.
Key stable dynamic factors include variables such as cognitions, insight, treatment compliance,
and attitudes related to offending behaviors. Acute factors reflect case characteristics that may
change over more limited periods of times—in some cases weeks, days, or even hours. These
factors might include both short-term life changes in domains such as employment, residence, or
relationships, and immediate conditions such as intoxication or circumstances that may provide access to potential victims.

Research regarding the effects of dynamic variables on sex offense recidivism remains in a developmental state. While methodological limitations have constrained much research in this area, key dynamic factors that appear to be related to recidivism include social adjustment, attitudes towards victims, self-awareness regarding risk to recidivate, victim access, and cooperation with supervision and treatment (Hanson & Harris, 2000b). The results of the Dynamic Supervision Project, a five-year longitudinal study currently following 1,000 offenders under community supervision in Canada, Alaska, and Iowa, may eventually provide further perspective on these factors (Harris & Hanson, 2003).

Approaches to Sex Offender risk Assessment

Hanson (2002) cites three potential approaches to sexual offender risk assessment—pure actuarial approaches, which make predictions based on survey instruments that leave no room for subjective interpretation; guided clinical approaches, which rely on the systematic professional judgment of qualified professionals based on empirically-derived instruments; and adjusted actuarial approaches in which professional judgment is superimposed on actuarial scores. To these options, we might add a fourth plausible approach—the use of unstructured clinical judgment to determine risk.

Doren (2004a) identifies over 20 instruments that have been applied in the assessment of sex offender risk. These instruments are varied—some have been developed as a means of evaluating the potential for general violence risk (Quinsey, Harris, Rice, & Cormier, 1998; Webster, Douglas, Eaves, & Hart, 1997), while others have been geared towards identifying the risk specifically for sexual offenders (Epperson et al., 1999; Hanson, 1997; Hanson & Harris, 2000a; Hanson & Thornton, 1999; Hart, Kropp, & Laws, 2004). Some are pure actuarial tools that present a fairly one-dimensional perspective on an individual’s relative risk level (Hanson, 1997) while others are designed to be utilized as support systems for more comprehensive clinical determinations (Hart et al., 2004). Some rely solely on static variables (Hanson & Thornton, 1999), while others integrate dynamic predictors on a limited (Epperson et al., 1999) or exclusive (Hanson & Harris, 2000a) basis.

Following a brief review of some of these instruments, we will consider the relative utility of the various approaches.

Actuarial Assessment

Several specialized actuarial instruments for the prediction of sexual re-offense have emerged during the past decade. The actuarial approach, in a nutshell, gathers a series of variables believed to have predictive validity, applies relative weights to each variable, and combines these data into an aggregated risk score and classification.

One widely used instrument is the Rapid Risk Assessment for Sexual Offense Recidivism, known as the RRASOR (Hanson, 1997). The RRASOR is notable for its brevity and ease of use—it consists of only four variables, all of which can be easily pulled from official records. These four factors—prior sexual offenses, extra-familial victims, offender age under 25, and male child victims—were identified for use in the scale based on research indicating a strong correlation between these factors and risk of re-offense. While demonstrating moderate predictive accuracy, the RRASOR omits several variables shown to have particularly high correlations with re-offense risk, including deviant sexual preferences, antisocial orientation, and treatment compliance.

A second commonly used tool, the Static-99, addresses some of these shortcomings by combining the RRASOR with a second scale, the Structured Anchored Clinical Judgement-Minimum. Beyond the variables contained in the RRASOR, the Static-99 considers a range of additional factors including sexual deviance, range of available victims, persistence, and a pattern
of antisocial behaviors (Hanson & Thornton, 1999; Hanson & Thornton, 2000). In a comparative review, the Static-99 has been demonstrated to add to the predictive accuracy of the RRASOR in the measurement of long-term risk potential (Hanson & Thornton, 2000).

A third instrument—the Sex Offender Risk Appraisal Guide (SORAG) (Quinsey et al., 1998)—measures a different, although likely closely related group of factors compared to the Static-99. This scale, adapted from a general violence prediction tool known as the VRAG, is notable for its integration of psychiatric and psychological variables, including psychopathy and mental illness diagnoses. Its relative predictive value appears comparable to the Static-99 in the prediction of sexual recidivism, and appears to more effectively predict non-sexual violent recidivism (Hanson & Thornton, 2000).

Beyond these instruments designed for general use, some states have developed customized instruments, generally under the auspices of a state agency, designed for specific uses. The Minnesota Sex Offender Screening Tool (MnSOST) was originally developed in the early 1990s by the Minnesota Department of Corrections as a means of codifying factors viewed to place an individual at high risk for re-offense (Huot, 1999). Revised to the MnSOST-R in 1996 (Epperson et al., 1999), the tool was explicitly designed to be used by non-clinical staff. Research on the MnSOST has demonstrated moderate predictive capacity, comparable to other commonly used actuarial instruments (Barbaree, Seto, Langton, & Peacock, 2001; Hanson & Morton-Bourgon, 2004).

Finally, the SONAR (Sex Offender Needs Assessment Rating) was designed in 2001 as an actuarial tool based on dynamic variables (Hanson & Harris, 2000a). Viewed as an adjunct to actuarial instruments based on static factors, the SONAR captures information across both stable and acute dimensions. Stable factors include intimacy deficits, negative social influences, attitudes toward sex offending, and self-regulation. Acute factors include substance abuse, negative moods, anger, and victim access. The SONAR was subsequently adapted into two scales—the STABLE 2000 and the ACUTE 2000. These scales, combined with the Static-99, form the basis for a blended approach toward community supervision designed to capture long-term, intermediate, and short-term factors associated with sexual recidivism (Harris & Hanson, 2003).

Structured Clinical Decision Tools

In contrast with actuarial instruments, which contain explicit rules for weighting each variable, structured clinical assessment guides the evaluator to consider a range of empirically validated risk factors, which the evaluator then assesses for a general estimate of risk.

One example of a structured clinical decision tool is the Sexual Violence Rating Scale (SVR-20) (Boer, Hart, Kropp, & Webster, 1997). Applying a similar approach to the HCR-20—a tool used to structure clinical decisions regarding the risk of general violence (Webster et al., 1997)—the SVR-20 encompasses twenty variables that are distributed into three broad domains. These domains include psychosocial adjustment (encompassing factors such as sexual deviance, history of childhood sexual abuse, psychopathy, relationship problems, employment instability, and offending history); the nature of sexual offending (such as levels of violence employed, escalation in offense severity, and attitudes toward offending behaviors); and future plans (i.e., responses to interventions). One notable characteristic of tools such as the SVR-20 lies in their potential to capture and integrate the individual’s responses and reactions to treatments and interventions. The SVR-20 has recently been modified into a new instrument known as the Risk for Sexual Violence Protocol (RSVP) (Hart et al., 2004).

Comparing the Approaches

The research on sexual offense recidivism has focused primarily on issues of long-term risk. Bounded by certain methodological limitations, this research has been highly focused on static factors that have been demonstrated to be associated with the probability of future sexual offenses.
In the context of these circumstances, it is not terribly surprising that actuarial assessment has carried the day. Research on the comparative ability of these approaches to predict general recidivism in a population of sexual offenders has found actuarial assessments to be most accurate, followed by guided clinical approaches, then by unstructured clinical judgment (Hanson & Bussiere, 1998; Hanson & Morton-Bourgon, 2004).

Regarding adjusted actuarial methods, actuarial “purists” argue that the track record of clinical judgment is so poor that scores on validated instruments should not be tainted with any subjective interpretation (Quinsey et al., 1998). However, some have suggested that the proven superiority of such adjusted approaches in other domains (notably weather forecasting) suggests that the adjusted actuarial approach may represent a promising approach (Monahan & Steadman, 1996; Swets, Dawes, & Monahan, 2000). To date, however, little or no empirical evidence has emerged testing this premise (Hanson & Morton-Bourgon, 2004).

Yet before concluding that actuarial methods represent a uniformly superior means of risk assessment, one must also recognize certain limitations to the actuarial approach.

First, on a purely conceptual level, many have questioned the validity of making case-level determinations on the basis of tools that have been derived solely from population-based probabilities. This issue has arisen particularly in the context of sexually violent predator civil commitment decisions. Accordingly, some have argued that sole reliance on actuarial instruments risks missing important clinical information that can aid significantly in prediction (Hart, 1998).

Second, the most widely employed actuarial scales are implicitly one-dimensional in nature. Conceivably, individuals with entirely different constellations of risk factors may be classified at similar levels of risk—a fact that may obscure important distinctions for purposes of service planning and supervision. In this sense, actuarial scales’ reliance on measures of cumulative risk obscure important case characteristics that may indicate an elevated risk. While some have called for multi-dimensional models drawing from multiple actuarial instruments (Doren, 2004b), evidence to date has not lent support to such an approach (Seto, 2005).

Ultimately, the relative superiority of one method or another is highly dependent on the questions that we are asking. If our primary concern deals with the aggregated long-term risk posed by a group of individuals, actuarial instruments almost certainly provide the most valid means of assessing such risk. If we are concerned with setting forth the relative probability that a particular individual will re-offend at some undetermined point in the future, actuarial instruments provide a moderate degree of accuracy, albeit one prone to errors.

Yet as soon as we turn to different types of questions, the relative utility of currently available actuarial instruments dissipates considerably. Under what circumstances would this person be most likely to reoffend? What is the probable timeframe of re-offense? How has this person’s re-offense risk been mitigated by our interventions? What is the probable impact of treatment and supervision? While work continues on actuarial approaches that might eventually answer some of these questions, these issues simply cannot be adequately addressed by current actuarial methods.

Considering these factors, the remainder of this article is grounded on three fundamental premises regarding the clinical-actuarial distinction—first, that any discussion regarding the relative merits of clinical vs. actuarial approaches cannot occur in a vacuum, and must be placed in its appropriate programmatic and operational context; second, that, while the clinical-actuarial distinction is important from a theoretical perspective, and while some circumstances call for orthodox adherence to one of the two methods, the majority of sex offender management practice calls for operating on a “middle ground” that draws from both approaches; and third, that the clinical-actuarial continuum is only one dimension within a broader practical framework that integrates a range of related constructs.
Having reviewed the existing state of sexual offender risk assessment knowledge and practice, we now turn to the fundamental question presented at the outset of this article—how can risk assessment systems and methods be effectively aligned with the specific goals and challenges of community supervision practice?

As noted earlier, the risk assessment methods to be applied in a given situation are highly dependent on the specific questions that need to be answered. The variability of these questions may be viewed in terms of organizational demands, in accordance with the distinct information needs of central management, unit supervision, and line staff; in terms of case level demands, recognizing the significant heterogeneity of the sex offender population in terms of offense type and severity, motivations, and associated levels of risk; and in terms of temporal demands, noting that the challenges associated with managing a particular case change over time.

Figure 1 presents a multi-dimensional framework that aims to address some of these sources of variability, integrating the risk assessment concepts described earlier with the range of challenges associated with the community supervision of sexual offenders.

**Key Dimensions**

The five noted dimensions, described below, are not intended to be categorical in nature—rather, each should be viewed as a part of a continuous spectrum of choices that must be made in conjunction with the process of community supervision.

**Dimension #1: Primary Orientation**

The model begins by framing the distinction between a nomothetic (i.e. population-based) approach and an idiographic (i.e. individual-based) approach as a framework with which to understand the appropriate (and in turn the inappropriate) application of risk assessment to sexual offenders. Under a nomothetic orientation, decisions are driven exclusively by population-based probabilities based on empirically validated systems of evaluating risk. Evidence-based policy and practice in this arena involves the assessment of the populations of concern using actuarial methods that rely primarily on static or highly stable predictors of re-offense. Under an idiographic orientation, decisions are based on case-specific attributes based on circumstances presented during a particular point in time. Evidence-based practice in this instance depends on the far less developed area of research into dynamic predictors of sexual recidivism, and generally employs informed practitioner judgment.

**Dimension #2: Risk Emphasis**

Heilbrun (1997) distinguishes between prediction-oriented styles and management-oriented styles of communicating risk. Prediction-oriented risk assessments are appropriately applied in contexts that explicitly call for understanding general likelihood of an event occurring at some undefined point in the future. Conversely, management-oriented approaches are more suited to the ongoing task of understanding and managing risk at the case-level. Dvoskin & Heilbrun (2001) associate the predictive orientation with actuarial methods and the management orientation with clinical methods, suggesting this distinction as a means of bridging the divide in the actuarial vs. clinical debate.

**Dimension #3: Risk Factors**

The framework presents risk factors as a spectrum covering three general domains—static factors, stable (dynamic) factors, and acute (dynamic) factors (Hanson & Harris, 1998). As a matter of practice, there is a strong rationale for viewing these factors as a continuum rather than as discrete categories. While some factors such as historical variables are by definition immutable, other “static” variables might straddle the domains. For example, whether psychopathy falls in the category of a static, immutable category or a highly stable (but ultimately changeable) personality characteristic remains open for debate. The precise boundaries
between stable and acute dynamic factors, often loosely defined by issues of timing or magnitude, may be similarly unclear.

**Dimension #4: Primary Methods**

The actuarial-clinical dimension, as the other dimensions contained within the framework, is viewed as a spectrum of alternatives, rather than an “either-or” proposition. At the far ends of this spectrum, the specified method is framed as the predominant (although not necessarily exclusive) means of gathering salient and valid information. In the middle of this spectrum, the framework considers blended approaches integrating both actuarial and bounded practitioner judgment as the most effective means of assessing risk.

**Dimension #5: Frequency of Assessment**

The final dimension—the frequency of risk assessment processes—represents a critical operational issue related to planning and implementation of community supervision systems. Baseline assessments based on exclusively static variables, by definition, tend not to require repeated administration, presenting minimal burden on operations and resources. Similarly, periodic structured assessments to gauge gradual change in relatively stable case characteristics can be integrated into regular work processes with predictable impact. The ongoing demands associated with identifying and responding to imminent risk, however, present a wide range of operational challenges associated with issues such as communication, surveillance systems, and staff workloads. This factor may also be viewed as a significant potential operational impediment to the introduction of actuarial methods as a means of assessing acute risk.

**Policy and Practice Domains**

Having briefly considered the general dimensions and the relationships between them, our next step is to apply these dimensions to the specific challenges associated with the community supervision of sexual offenders. The figure’s primary columns, denoted by the shaded boxes, divide these challenges into four general domains—policy and management, baseline planning, case management, and acute intervention.

**Policy and Management**

The policy and management domain encompasses the actions and decisions of organizational leadership within parole and probation agencies. It may also, under certain circumstances, encompass the actions of legislators charged with the crafting of public policies associated with community-based sex offender management.

Although actors within this domain generally operate independently of case-level decisions, reliable and valid data regarding the risk levels presented by individuals under agency supervision emerge as vital management indicators—indicators that affect such matters as the formulation of policies and procedures, the allocation of resources, organizational strategy, quality management, and program design.

At the policy and management level, effective decision-making depends largely on the maintenance of a nomothetic perspective centered upon population-based indices and patterns. The information required to make key decisions in this domain emphasizes the prediction of general risk within the population, rather than the specific risk posed by individual cases. Consistent with these goals, actuarial assessments driven by static characteristics within the population generally provide appropriate levels of information to inform decisions regarding resources and organizational strategy.

**Baseline Planning**

At the individual case level, one of the initial tasks faced by community supervision agencies involves the establishment of baseline levels of risk. This assessment may occur as part of a Pre-Sentence Investigation (PSI) process, as part of a prisoner re-entry plan, or as part of the
agency’s classification process, often in collaboration with law enforcement, correctional authorities, and treatment providers.

Within this domain, line managers and staff are required to make a range of decisions associated both with the initial terms of probation or parole and with the allocation of often limited resources. Who is appropriate for lifetime or intensive supervision? What special conditions and restrictions need to be placed on each individual? What are each individual’s treatment needs and potential responsiveness to treatment? Whose risk might be mitigated with access to ancillary services such as substance abuse treatment, employment programming, mental health services, or residential programming?

Within this domain, prediction-oriented assessments provide case managers with a baseline assessment of an individual’s general risk. Such general predictions may inform such decisions as development of initial case plans and the resource-intensity of supervision. Over time, however, prediction-oriented notions of risk gradually lose their relative utility to those charged with individual supervision, giving way to a significant demand for management-oriented approaches.

**Case Management**

In contrast with the baseline planning stage, the case management domain shifts the emphasis from the realm of prediction into the realm of management. While baseline risk levels provide highly relevant context to ongoing service planning and risk management, the greater concern becomes the flow of information regarding changes in the offender’s psychological, social, or environmental status. Are insights and attitudinal adjustments being gained in treatment? Has the individual managed to maintain relationships, employment, and housing? Does the process of community integration seem to be succeeding?

The answers to these types of questions carry a range of implications for both the agency and for the individual case. At the agency level, they help to prioritize the assignment and allocation of resources, and provide potentially valuable information to managers regarding the efficacy of interventions. At the case level, they provide supervision staff with vital data relevant to adjustments in service plans, expansion or contraction of terms and conditions, or identification of emergent needs.

**Acute Intervention**

In contrast with the case management domain, in which programmatic adjustments are made based on gradual evolution of circumstances, decisions in this domain are concerned with short-term changes in psychological, social, or environmental conditions that might presage offending behavior. This domain’s primary concern is based on one central question—namely, when is an individual at imminent risk of re-offending?

By necessity, this domain focuses on the unique characteristics of the individual case, and accordingly falls at the idiographic end of the spectrum. While knowledge of the individual’s general risk level might provide useful context, general predictions of the person’s probability of re-offense are far less salient than information that will identify factors associated with pending re-offense and, in turn, inform appropriate intervention. Accordingly, the static risk factors that might have contributed to this individual’s baseline risk assessment carry relatively little practical utility when compared to time-specific situational factors such as access to potential victims (i.e., opportunity), relapse into drug or alcohol use, lapses in compliance with terms of supervision, and stressors such as the loss of a job, home, or relationship.

In contrast with domains towards the other end of the spectrum, assessment methods within this domain remain highly dependent on bounded professional judgment. While actuarial systems for evaluating changes in acute dynamic factors among sexual offenders remain under development (Hanson & Harris, 2001), their efficacy and utility have not been fully explored. Accordingly, given the current state of knowledge, the assessment of acute dynamic factors remains largely
dependent on practitioner judgment supported by effective training, protocols, and systems of communication.

**Addressing Population Variation**

The framework presented above suggests that risk assessment methods must adapt to variation across organizational processes and functions. Equally important, however, these methods must respond to another critical source of variation, specifically that related to the population under supervision.

The heterogeneity of the sex offender population is well established, and has been delineated in a range of typologies developed in both the clinical and law enforcement context. These typologies have identified significant areas of divergence within populations of rapists (Knight, 1999), child molesters (Knight, Carter, & Prentky, 1989; Lanning, 1986) and even sexual murderers (Schlesinger, 2004). Key dimensions associated with this variation include primary motivation, intelligence, underlying sexual deviance, anger, opportunity, victim relationship, level of force, and a broad range of other factors.

Within sex offender typologies, the various constellations of these factors (some of which may be closely related) produce a wide range of potential offender subtypes, each associated with distinctive levels of risk. Further, and perhaps more critically, the triggers for re-offense may be markedly different across these subtypes. This factor presents significant challenges to the development of uniform methodologies for assessing dynamic risk.

Of particular importance to community supervision practice is the fact that, to date, the evidence base has been weighted towards higher-risk offenders, particularly those who have been released following a prison sentence. Accordingly, the dynamic factors that may trigger re-offense among probationers who fall into lower long-term risk categories are far less understood, and represent a critical area for future research (Hepburn & Griffin, 2004; Meloy, 2005).

**Conclusion**

Approximately 60 percent of sex offenders under correctional supervision in the United States are sent to serve their sentences in the community (Greenfeld, 1997). Moreover, sexual offenders comprise approximately 5-6 percent of individuals released to parole agencies, with an estimated 30,000 under parole supervision on a given day (Hughes, Wilson, & Beck, 2001). Considering these figures, the development of effective systems for community-based supervision looms large in our overall approach to sex offender management.

As more and more jurisdictions develop specialized capacity to manage sex offenders in the community (English et al., 1997), the demands for effective risk assessment have continued to expand. As such, it remains vital that the role of risk assessment, and consequently the methods that are employed, be bounded by the specific challenges faced by probation, parole, and community corrections agencies. This requires recognizing and adapting to the range of variation both in organizational-programmatic goals and within the population under supervision.

On a final note, the role of risk assessment in community supervision practice cannot be divorced from the unique social and political context in which our society views sexual crime, its perpetrators, and its victims. With the issue of sexual offending remaining at the forefront of legislative agendas, and with persistent public misconceptions surrounding the nature of sexual crime, community supervision agencies operate in a political environment with a “zero tolerance” approach to errors, in which one tragic case can lead to widespread calls for system reform. In this environment, the imperative of targeted, adaptable, and responsive means of risk assessment should be evident.
The framework consists of two sets of elements—a series of key dimensions, denoted by the five black bands, and a series of domains, contained within the grey shaded box.

<table>
<thead>
<tr>
<th>Service Domains</th>
<th>Policy &amp; Management</th>
<th>Ongoing Case Management</th>
<th>Acute Interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strategy</td>
<td>Sex Offender Treatment</td>
<td>Enhanced Supervision &amp; Surveillance</td>
</tr>
<tr>
<td></td>
<td>Resource Allocation</td>
<td>Housing &amp; employment</td>
<td>Crisis Intervention</td>
</tr>
<tr>
<td></td>
<td>Program Design</td>
<td>Ancillary Services</td>
<td>Police Action</td>
</tr>
<tr>
<td></td>
<td>Quality management</td>
<td>Case Plan Adjustments</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline Case Planning</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Special Conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Terms of Supervision</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Primary Orientation</th>
<th>Nomothetic</th>
<th></th>
<th>Idiographic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Emphasis</td>
<td>Prediction of General Risk</td>
<td>Management of Specific Risk</td>
<td></td>
</tr>
<tr>
<td>Applicable Risk Factors</td>
<td>Static</td>
<td>Stable</td>
<td>Acute</td>
</tr>
<tr>
<td>Primary Methods</td>
<td>Actuarial</td>
<td>Practitioner</td>
<td>Judgment</td>
</tr>
<tr>
<td>Frequency of Assessment</td>
<td>Once at Baseline</td>
<td>Periodic</td>
<td>Ongoing</td>
</tr>
</tbody>
</table>
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THE LAST TWO DECADES have borne witness to a rise in the correctional population so colossal that it was previously inconceivable to practitioners and criminologists alike. As a result, annual exercises in economic calisthenics have become common practice for corrections administrators throughout the U.S. The complexity of such a population boom can only be fully appreciated by realizing that available resources have hardly kept pace. Expectations to do more with less, an emerging mantra among correctional administrators and practitioners, drive corrections professionals in a seemingly unending search for promising technological developments that might help to bridge the service gap created by surging offender populations and waning budgets.

The deleterious effects of this current “crisis in corrections” are becoming so entrenched in local- and state-level practices that some have remarked, “Corrections has become the Pac-Man of government budgets, gobbling up resources as legislators seek to finance competing needs with shrinking tax revenues” (Pierce, 1991 as cited in Cullen, Wright, & Applegate, 1996, p. 70). A discussion of the burdens levied by this crisis would be remiss if it overlooked the presence of these issues at the federal level. In fact, according to a most recent year-in-review report, the federal probation and pretrial services system has recently suffered severe budgetary and, consequently, operational constraints (United States Probation and Pretrial Services, 2005). Specifically identified were operational and service restrictions resulting from unprecedented budget deficiencies. In an attempt to realize some relief through cost-saving practices, the internal administration of federal probation and pretrial services recommended that: a) the agency move toward an evidence-based approach and implement a process to measure client outcome that will generate meaningful agency evaluations and subsequent operation refinements; b) the agency strive to restructure staff workloads and prioritize resources, most notably by identifying offenders eligible for early release; and c) the agency remain resolute in its commitment to provide services of exceptional quality in spite of fewer resources (United States Probation and Pretrial Services).

Actuarial classification systems that yield valid measures of risk and criminogenic need hold
considerable promise for correctional agencies in these regards. First, beyond informing decisions about custody and service provision, initial and reassessment risk/need scores also provide outcome measures useful for evaluating both offender and agency success. Second, because classification tools identify different levels of offender risk, the tools’ corresponding risk categories are inherently useful for restructuring staff workload, prioritizing agency resource expenditure, and identifying low-risk offenders for early release. Finally, actuarial classification systems can do a great deal for agencies concerned about the quality of service provision. Classification tools can improve service quality by promoting resource, custody, supervision, and treatment decisions that are better informed, more accurate, and ultimately more useful (Latessa, 2003–2004).

Classification

Classification systems disaggregate heterogeneous correctional populations into subgroups that maximize between group differences and minimize within group differences. Classification processes create these subgroups on the basis of offender characteristics relevant to correctional outcome, which in turn facilitates and justifies differential service provision. The use of classification devices allows correctional agencies to simultaneously address multiple objectives, including improved predictive accuracy, better informed treatment assignments, more effective supervision, and meaningful outcome analysis (Clements, 1996). While most correctional agencies currently use some type of classification system to guide decision making (Jones, Johnson, Latessa, & Travis, 1999), it is important to note that all classification systems are not created equal.

The approach taken to behavioral prediction can significantly affect the resultant validity. Decisions involving behavioral forecasts are grounded in either a clinical or actuarial approach (Meehl, 1954). Whereas clinical decision making is intuitively based and justified by claims of training, experience, and expertise, actuarial decision making is based on scientific evidence generated from observed behavioral outcomes for risk-similar offenders (Monahan, 1981). Research investigating the accuracy of each method consistently supports the superiority of actuarial classification decisions over clinical practices (Gottfredson & Gottfredson, 1986; Grove, Zald, Lebow, Snitz, & Nelson, 2000).

In addition to the importance of how predictions are reached, evidence also suggests that what is assessed can greatly affect the accuracy and utility of classification decisions. While the majority of actuarial classification devices rely exclusively on historically-based static risk factors (e.g., criminal history) to predict reoffending, others have evolved in response to recent knowledge advancements in risk prediction. Heeding the findings evidenced in current risk factors research (for example, see Gendreau, Little, & Goggin, 1996), researchers have developed advanced classification tools to augment traditional static-driven prediction models with a battery of predictors said to be dynamic because of their present-day (as opposed to life-history) focus. The resultant combination of both static and dynamic risk factors yields greater predictive accuracy for classification systems. For example, in an examination of male parolee revocation, Brown (2002) found that combined static and dynamic prediction models were significantly better at forecasting revocation than either static or dynamic models alone. Additionally, in a quantitative literature review comparing the averaged correlation between static risk factors and recidivism to the averaged correlation between dynamic risk factors and recidivism, findings supported the greater predictive accuracy of dynamic factors (Gendreau et al.).

Beyond improving the accuracy of predictions, devices that measure risk through a combination of static and dynamic predictors offer considerable utility to correctional agencies. Because dynamic risk factors are characteristics currently present in an offender’s life, they are inherently sensitive to detecting change and measuring progress (Taylor, 2001). Measuring both static and dynamic risk factors thus becomes a way of not only improving risk management but moving toward risk reduction (Latessa, 2003–2004). That being said, it is important to note that risk reduction depends upon correctional agencies matching their service intensity levels according to actuarial-determined offender risk levels (Lowenkamp & Latessa, 2005). Empirical investigations have consistently established that to be effective, correctional agencies must direct a majority of
their resources toward high-risk offenders. Correctional practices informed by this approach are
commonly referred to as adhering to the risk principle; they offer evidence-based services
entrenched in research findings that have consistently demonstrated efficacy in reducing
offending while also avoiding the iatrogenic effects associated with servicing low-risk
populations (Andrews, Zinger et al., 1990; Dowden & Andrews, 1999a, 1999b; Lowenkamp &
Latessa, 2004a; Lowenkamp & Latessa, 2004b).

The Level of Service Inventory-Revised

One example of an actuarial classification system that measures risk and criminogenic need is
the Level of Service Inventory-Revised (LSI-R). The LSI-R measures 54 risk and need factors
about 10 criminogenic domains that are designed to inform correctional decisions of custody,
supervision, and service provision (Andrews & Bonta, 1995). The theoretically informed
predictor domains measured by the LSI-R include criminal history, education/employment,
financial situation, family/marital relationships, accommodation, leisure and recreation,
companions, alcohol or drug use, emotional/mental health, and attitudes and orientations
(Andrews & Bonta).

The LSI-R assessment is administered through a structured interview between the assessor and
offender, with the recommendation that supporting documentation be collected from family
members, employers, case files, drug tests, and other relevant sources as needed (Andrews &
Bonta, 1995). The total risk/need score produced by the LSI-R is indicative of the number of
predictor items (out of 54) scored as currently present for the offender. The LSI-R score is then
actuarially associated with a likelihood of recidivism that was derived from the observed
recidivism rates of previously assessed offenders. Last, domain scores of the LSI-R are used to
identify an offender’s most promising treatment targets (Andrews & Bonta).

Because the LSI-R represents a theoretically informed, empirically supported, actuarial-based,
and standardized measure of criminogenic risk and need, it boasts considerable potential to
improve caseload decisions, resource expenditure, and overall service quality (Andrews & Bonta,
2003; Gendreau et al., 1996).

The LSI-R and Validity

The benefits promised by any classification system must be empirically evaluated against the
benefits actually observed in prior research evaluations. Research findings have generated a
significant body of evidence that established the LSI-R as a valid predictor of correctional
outcome across a variety of measures. Specifically, findings have supported the predictive
validity of the LSI-R for institutional infractions (Bonta, 1989), probation failure (Andrews,
Kiessling, Robinson, & Mickus, 1986), halfway house failure (Bonta & Motiuk, 1985; Motiuk,
research on the LSI-R has also supported the tool as a promising predictor of future offending
(Andrews & Bonta, 1995; Goggin, Gendreau, & Gray, 1998). Moreover, empirical analyses
reveal that the instrument’s accuracy in predicting future offending holds across correctional
settings and offender populations (Holsinger, Lowenkamp, & Latessa, 2004; Lowenkamp,
Holsinger, & Latessa, 2001).

There are, however, warranted concerns about the population-specific nature of prediction tools.
For instance, Wright, Clear, & Dickson (1986) tested the predictive validity of the Wisconsin
model risk assessment on samples of probationers in New York and Ohio. Though the Wisconsin
model had demonstrated predictive validity for the sample upon which it was created (Baird,
Hines, & Bemus, 1979), it failed to demonstrate predictive validity for either the New York or
Ohio sample of probationers (Wright et al.). Specific to the LSI-R, research conducted by
Dowdy, Lacy, & Unnithan (2001) failed to support the tool as a predictor of halfway house
outcome, two-year recidivism for any crime, or two-year felony recidivism for a sample of
halfway house offenders. Taken together, these two findings serve as a reminder to correctional
agencies that classification systems must be validated to their specific offender populations.
The literature provided on the validity of the LSI-R has established the tool as a valid predictor of correctional outcome across offender types and settings. The information obtained from the LSI-R can increase the accuracy of important corrections-related decisions (i.e., classification, risk level, criminogenic needs, service provision, intensity of interventions, and program effectiveness). In a similar vein, assessment research has also indicated a lack of universal applicability for prediction instruments. Federal probationers represent a unique correctional population in that they are older, more likely to be Hispanic, and more likely to be drug offenders than their state-supervised counterparts (Glaze & Palla, 2005; United States Probation and Pretrial Services, 2005). Because of this, and because of a current lack of existing research on the validity of the LSI-R for federal probationers, this research investigated the predictive accuracy of the LSI-R for a sample of federal probationers.

**Method**

**Participants**

The sample in this study was comprised of 2,107 adult federal probationers. To be eligible for inclusion, a federal probationer had to have been assessed with the LSI-R by a federal probation staff member trained in the administration and scoring of the tool. LSI-R assessment scores for the sample were completed over a two-year period between December of 2001 and December of 2003.

**Procedures**

In 2001, the southwestern federal probation district that provided these data received a three-day training on the implementation and scoring of the LSI-R. Six months later, follow-up LSI-R training was provided for all staff and immediately followed by a “train the trainers” session for staff that had demonstrated exceptional LSI-R scoring skills. During the follow-up and “train trainers” sessions, administrative staff voiced concern about the tool’s applicability to federal probationers and expressed interest in norming and validating the LSI-R on their offender population. This early discourse between federal probation staff and research consultants about the LSI-R’s psychometric properties served as the impetus for what later matured into a collaborative effort between both parties to provide the agency with aggregated probationer needs reports, normative information for their offender population, and evidence attesting to the LSI-R’s validity for federal probationers.

Save for outcome, the variables of interest in this study were entered into an electronic database maintained by federal probation staff. Once the number of offenders in the database exceeded 2,000, federal probation staff sent a copy to the authors (via electronic mail). Upon receipt, the data were cleaned and then used to generate a data collection sheet that individually listed all sample participants by their name, age, sex, ethnicity, race, and county of committing offense. These data collection sheets were then used to collect outcome data for the sample.

**Measures**

Although the LSI-R is comprised of ten risk and criminogenic need areas, only the composite LSI-R score was used in the current research. The LSI-R scores used are the result of offender interviews and collateral reviews of file and other offender information as completed by a federal probation staff member. Recidivism data were collected by completing follow-up record checks for each offender in the Federal Bureau of Prisons’ inmate locator database. The measure of recidivism used in the current study was incarceration in the Federal Bureau of Prisons for either a technical violation or new offense that occurred subsequent to the initial LSI-R assessment. Recidivism was coded dichotomously, where a value of 1 indicated the occurrence of subsequent incarceration and a value of 0 indicated that subsequent incarceration had not occurred.

Several demographic variables were also used in the current analyses to both describe the sample of offenders studied and further specify the relationship between the LSI-R and incarceration.
through their consideration in a multivariate analysis. The additional variables included in the multivariate analysis were age, sex, and ethnicity. While age was a continuous variable, sex and ethnicity were both coded dichotomously, so that a value of 0 represented the most typical case (male and Hispanic, respectively) and a value of 1 represented a departure from the most typical case (female and non-Hispanic, respectively).

It should be noted that the Federal Bureau of Prisons’ database used to collect recidivism data only allowed for the determination of incarceration in a federal institution subsequent to the initial LSI-R assessment. Alternate measures of outcome, such as commission of a technical violation, time until new commitment, or incarceration under state jurisdiction were unavailable. Though the use of additional outcome measures would admittedly yield more information about the length of time until and type of recidivism, the use of subsequent incarceration is advantageous to the extent that it provides a more conservative test of the LSI-R’s predictive validity.

Results

Descriptives

Descriptive statistics for offender demographics, LSI-R scores and incarceration are presented in Table 1. An examination of these data reveals that the typical federal probationer in this sample was a Hispanic male, of 37 years, classified as low/moderate risk on the LSI-R (\(M = 14.08, SD = 7.81\)). The descriptive results also revealed a 26.1 percent base rate of incarceration for the sample, indicating that nearly three out of four federal probationers had not recidivated prior to the completion of follow-up record checks for the sample.

Validation

The predictive validity of the LSI-R for federal probationers was examined by conducting three separate analyses. The first of these involved calculating a predictive validity estimate of the relationship between the LSIR and incarceration for the sample of 2,107 federal probationers. This analysis supported the LSI-R as a significant predictor of subsequent incarceration (\(r = .283, p < .01\)).

The second test in this research investigated the validity of the LSI-R and incarceration using receiver operating characteristic (ROC) analysis. The correlation coefficient calculated in the first analysis of this research represents the validity estimate most commonly reported in existing LSI-R research endeavors. However, because the magnitude of a correlation coefficient is dependent on the percentage of the sample identified as a recidivist by the risk tool (selection ratio) and percentage of actual recidivists in that sample (base rate), it can be said that existing research has yet to yield a statistic that would permit an unbiased comparison of the LSI-R’s predictive strength across samples and as compared to other prediction tools. To address this deficiency, ROC analysis was chosen as a second means of examining the LSI-R’s predictive validity in this study. The ROC method produces a statistic that, because it is unaffected by sample-specific base rates and selection ratios, is remarkably useful in comparing the utility and strength of a prediction instrument across different samples and vis-à-vis other prediction tools (Mossman, 1994a).

Statistics derived from ROC curves represent the ratio of true positives to false positives present in a given sample (i.e., as identified from predictions made by the risk instrument and observations for the outcome variable). The ROC analysis completed in this research produced an area equal to .689 (\(p < .01\)) to describe the relationship between the LSI-R and subsequent incarceration. Simply put, there was a 68.9 percent chance that a randomly selected recidivist had a higher score on the LSI-R than did a randomly selected nonrecidivist (Rice & Harris, 1995).

The analyses performed thus far have revealed that the LSI-R was a valid and robust predictor of
subsequent incarceration for federal probationers. To further specify this relationship, the final analysis in this study estimated a multivariate logistic regression model that examined the relationship between the LSI-R and incarceration while simultaneously considering the effects of age, sex, and ethnicity. The results of this multivariate analysis are reported in Table 2. An examination of the logistic regression model reveals that the LSI-R continued to be a significant predictor of incarceration, even when offender age, sex, and ethnicity were controlled. Moreover, a review of the values for Exponent(β) shows that the LSI-R was the strongest predictor of incarceration among the variables included in the multivariate model. This conclusion is also reached through an examination of the R values estimated for each of the predictor variables. The R value of .250 for the LSI-R is more than twice the R values estimated for the other significant predictors of incarceration included in the model (age and sex). Finally, the nature of the relationship observed between incarceration and the control variables of age and sex is also worth noting. The logistic regression analyses revealed a significant and negative R value for each variable, indicating female federal probationers and older federal probationers were less likely to recidivate than were their male and younger counterparts.

**Discussion**

This research sought to make two important contributions to the knowledge base of recidivism prediction. First, because the utilization of valid and efficient risk/needs assessment tools implies a certain level of improvement in the ability to manage offender caseloads and classify correctional populations, their use is becoming increasingly prevalent throughout North America. As the popularity of such prediction tools increases, so too, does the diversity of the offender population to which the tools will be applied. Consequently, it was deemed important to examine the LSI-R’s efficacy to predict long-term outcome for a sample of federal probationers, a correctional population previously overlooked in existing LSI-R validation studies. Second, this study used ROC methods to calculate an unbiased measure of predictive accuracy appropriate for comparisons across samples and between different tools, a measure absent in existing research, but critical for knowledge advancement.

Results from the predictive validity analyses were encouraging and provided evidence that the LSI-R was a valid and robust predictor of subsequent incarceration for this sample of federal probationers. Additionally, the multivariate analysis conducted in this research found that the LSI-R remained a valid predictor of subsequent incarceration when the effects of age, sex, and ethnicity were controlled. Taken together, these results make a strong case for the generalizability of the LSI-R to diverse offender populations. The findings of these, as well as previous, analyses further demonstrated that a theoretically informed and empirically refined actuarial measure of client risk and criminogenic need has much to offer correctional practice. When these findings are considered in the context of existing research, use of the LSI-R to inform correctional decisions of supervision and service provision appears to epitomize evidence-based practices.

In addition to further establishing the predictive validity of the LSI-R, these analyses contributed to existing research by using ROC methods to calculate an index of predictive accuracy that is independent of sample base rates and selection ratios. ROC methods are important in prediction research to facilitate comparisons of predictive strength across samples and, more importantly, across prediction instruments. The ROC area of .689 generated in this research was moderate to large in magnitude (Rice & Harris, 1995), and indicated that a randomly selected recidivist would have a higher LSI-R score than would a randomly selected nonrecidivist 68.9 percent of the time. Beyond the importance of this finding for the accuracy of the LSI-R, it is hoped that the ROC analyses reported here prompt future prediction efforts (on all risk/need assessment tools) to consider the inherent link between comparisons of predictive accuracy and knowledge advancement.

Optimistic conclusions aside, there were several limitations present in this research. First, the outcome measure used did not permit analyses with respect to length of time until failure, failure
due to technical violation, type of crime committed at failure, or failure under state jurisdiction. Additionally, these analyses examined the predictive accuracy of the LSI-R for a large sample of federal probationers, but did not investigate the tool’s applicability to offender subgroups. Certainly, existing research can benefit from future efforts that might further specify the relationship between the LSI-R and outcome across offender sex, ethnicity, and race.
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Table 1: Descriptives for the Sample (N = 2,107)

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>37.27</td>
<td>11.47</td>
</tr>
<tr>
<td>LSI-r Score</td>
<td>14.08</td>
<td>7.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1,551</td>
</tr>
<tr>
<td>Female</td>
<td>556</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ethnicity</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic</td>
<td>1,369</td>
<td>65.0</td>
</tr>
<tr>
<td>non-Hispanic</td>
<td>738</td>
<td>35.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recidivism</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No reincarceration</td>
<td>1,557</td>
<td>73.9</td>
</tr>
<tr>
<td>Rincarceration</td>
<td>550</td>
<td>26.1</td>
</tr>
</tbody>
</table>
Table 2: Logistic Regression Model Predicting Incarceration for the Sample (N = 2,107)

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>SE</th>
<th>Wald</th>
<th>DF</th>
<th>Sig</th>
<th>R</th>
<th>Exp(B)</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.030</td>
<td>.005</td>
<td>34.8265</td>
<td>1</td>
<td>.000</td>
<td>-.117</td>
<td>.970</td>
<td>.961</td>
<td>.980</td>
</tr>
<tr>
<td>Sex</td>
<td>-0.815</td>
<td>.134</td>
<td>37.0412</td>
<td>1</td>
<td>.000</td>
<td>-.121</td>
<td>.443</td>
<td>.341</td>
<td>.575</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>-0.036</td>
<td>.112</td>
<td>.1040</td>
<td>1</td>
<td>.747</td>
<td>.000</td>
<td>.964</td>
<td>.774</td>
<td>1.202</td>
</tr>
<tr>
<td>LSI-R</td>
<td>0.085</td>
<td>.007</td>
<td>152.2118</td>
<td>1</td>
<td>.000</td>
<td>.250</td>
<td>1.088</td>
<td>1.074</td>
<td>1.103</td>
</tr>
<tr>
<td>Consultant</td>
<td>-1.034</td>
<td>.211</td>
<td>23.9882</td>
<td>1</td>
<td>.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: -2 log likelihood = 2175.887; \( \chi^2(4) = 236.335 \); p< .001; pseudo R\( ^2 \) = .156.
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Background

RISK AND NEEDS assessment has been central to correctional operations for decades. Assessment not only helps predict offender future behavior, it can also help organizations allocate staff workload and resources. Before the late 1970s, judgments about offender risk were often subjective, based on experience or the intuition of correctional practitioners (Solomon & Camp, 1993). Objective systems began to appear in the 1970s and offered the promise of more efficient and systematic means of classification for offender risk and management than clinical intuition alone. The National Institute of Correction’s model Risk Classification initiative, undertaken in the early 1980s, introduced many jurisdictions to objective case classification (Jones, Johnson, Latessa, & Travis, 1999). Today, risk and classification tools are used in a myriad of criminal justice decisions—from pretrial release to parole supervision for both juvenile and adult populations. More recent “third generation” instruments include criminogenic needs of the offender that should be addressed in order to reduce recidivism (Bonta, 1996).

One of the most critical issues for assessment instruments is their predictive validity. An instrument should be able to accurately predict which offenders will and will not recidivate. Whether an instrument is selected from a number of commercially available products (such as the Level of Service Inventory and Correctional Offender Management Profiling for Alternative Sanctions) or developed by a jurisdiction, it should be validated on the local population. The current article discusses the validation of the San Diego Risk and Resiliency Checkup on a sample of juvenile offenders in Los Angeles County.

Background

Although the Los Angeles County Probation Department routinely gathered background information on youths entering its juvenile system, no validated risk assessment was being used through the early 2000s. As part of a court settlement regarding services provided to minority youth in the county, the department was required to allocate resources for the administration of a
validated risk and needs instrument to its juvenile probationers. Of particular importance was that the instrument work well for youths of all ethnicities.

Working with a committee representing the parties of the court settlement, researchers assisted in identifying and eventually validating a risk assessment instrument to be used in the county. After surveying instruments currently in use in the United States, we determined that items used in risk and needs instruments generally fell into one of nine conceptual categories: prior and current offenses/dispositions, family circumstances/parenting, education, employment, peer relations, substance abuse, leisure/recreation, personality/behavior, and attitudes/orientation. However, many of the instruments that we found in use had not been validated on the populations to whom they were administered, so that we were unable to determine their effectiveness in distinguishing high-risk youths from low-risk youths.

We identified three instruments that had undergone validation: the Youth Level of Service Inventory (YLSI) (Multi-Health Systems Inc., 1998), the San Diego Risk and Resiliency Checkup (SDRRC) (Little, n.d.), and the Washington Association of Juvenile Court Administrators Risk Assessment (WSJCA-RA) (Washington State Institute for Public Policy, 2004). Each includes multiple items for the conceptual categories we identified, and each offered advantages and disadvantages when compared to the others. The Department favored the SDRRC, primarily because it could be administered during the intake process. It also preferred the SDRRC’s emphasis on positive (“protective”) factors, whereas most risk and needs assessment instruments primarily focus on risk factors. The remaining settlement parties agreed, and the SDRRC was selected as the instrument to be tested.

The San Diego Risk and Resiliency Checkup

The SDRRC consists of 60 items in six conceptual categories, half of which are risk factors and half protective factors. The conceptual categories are delinquency, education, family, peer relations, substance use, and individual factors. Each conceptual category includes five protective factors and five risk factors. Each item is scored as “yes,” “no,” or “somewhat.” Scores from the risk and protective subscales are combined into a single resiliency score. The SDRRC also includes additional protective factors and additional risk factors that are not included in the resiliency score, but which may be used to tailor an individual’s supervision. A copy of the SDRRC instrument is included in the Appendix.

One important difference between the SDRRC and most other risk and needs instruments is that a higher score on the SDRRC implies higher resiliency, i.e., a lower score corresponds to a higher risk of re-offending. Most risk and needs instruments, by contrast, associate high scores with high risk of recidivism. The SDRRC does not contain any preset cut-points for youth risk levels.

The one existing validation study of the SDRRC was performed by Little (n.d.). This study included 2,633 youths surveyed in San Diego between February 5, 1999, and March 28, 2001. The SDRRC was found to be effective in predicting future offenses (Little, n.d.). The total resiliency profile appeared superior to either of the total risk and total protective scales. The correlation between the total resiliency profile and occurrence of a subsequent offense was -0.146 (p<.001). Using a logistic regression model to predict follow-up offenses, Little also found age, gender, ethnicity, and prior criminal history, as well as resiliency score, to be significant predictors of re-offending (Little, n.d.).

Methods

Selecting the Sample

We wanted to assure adequate statistical power for detecting differences in recidivism rates between low-, moderate-, and high-risk youths, as well as differences between groups defined by race/ethnicity and gender. Because the SDRRC does not have any preset risk cut-points, the pilot
study proposed to divide the sample into approximate thirds defining low-, moderate-, and high-risk groups. The probability of detecting a difference in recidivism rates between the three risk groups depends upon the number of groups (in this case, three); the sample size of each group, and the spread of the true rates of recidivism. Because we did not know the true rates of recidivism for the different risk groups, we proposed three plausible “true” scenarios for the probability of rearrest at 6 months for low-, moderate- and high-risk youths.

The three were:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Low</th>
<th>Moderate</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>11%</td>
<td>21%</td>
<td>27%</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>12%</td>
<td>25%</td>
<td>32%</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>12%</td>
<td>18%</td>
<td>32%</td>
</tr>
</tbody>
</table>

With these three scenarios, we determined that at least 120 to 140 youths in each risk level would need to be included in order to be able to detect differences. However, we also wanted to be able to detect differences for key subgroups: boys as well as girls; and for blacks, Hispanics, and white/other youths. Each of the subgroups of interest needed between 100 and 120 youths within low, moderate, and high-risk groups for adequate power. Therefore, we needed approximately 300 to 400 of each gender and each race/ethnic group.

Our final sample size target was 1200 youths for the study. This included 800 males and 400 females, and 400 each of whites, blacks, Hispanics. Because probation officers assess youths in both court- and non-court venues, we designated approximately 800 court cases and 400 non-court cases.

Table 1 shows the full stratified target sample, with the size of the sample in each cell.

Four area offices were chosen for the assessment in order to provide county geographical representation. These were Long Beach/ Harbor (South), Pomona (East), Centinela (West), and Van Nuys (North). Each area office was to supply one-quarter of the target sample assessments.

Training

Probation officers volunteered for the assessment pilot. Originally 18 Deputy Probation Officers —14 field and 4 Camp Community Transition Program (CCTP)—were trained in the administration of the SDRRC. The three-day training consisted of an overview of the instrument; its application and practice; overview of evidence-based practice, including the overview of the six criminogenic needs and the eight guiding principles for risk/recidivism reduction; motivational interviewing techniques; and the actual administration of the tool. Training was conducted by staff from Justice System Assessment & Training, the firm that developed the SDRRC. Deputy Probation Officers (DPOs) were provided with an incentive of 30 minutes overtime payment for each assessment completed during the pilot.

Data Collection

Data were collected in three general areas: assessment scores, services received, and recidivism.

Assessment Scores. DPOs administered the assessments to youths. Information on each of the additional risk and protective factors that do not contribute to the overall resiliency score was also recorded. The assessment form also includes demographic variables (age, gender, ethnicity), information about proficiency in English, and criminal history.

Assessments were conducted from December 6, 2002, through October 30, 2003. A total of 1,165 youths were assessed by Los Angeles County probation officers. We also gathered information on whether the youth’s case proceeded to supervision or ended at investigation (no
further probation supervision).

**Recidivism.** Using the Probation Department’s databases, we obtained information on arrests during the 12 months after assessment for each subject. These data include both juvenile and adult arrests. Date of each arrest, charges, and disposition were recorded. We also used records from juvenile halls and juvenile camps to determine how many days a given youth was incarcerated during the 12 months after assessment.

We were unable to determine whether a given youth was rearrested during the follow-up period for 129 (11.1 percent) of the 1165 youths originally assessed for the study. Our final sample is 1,036 youths. Missing data were primarily due to incomplete disposition records, so we were unable to determine whether some youths were in custody (and therefore incapable of being rearrested). We found no significant differences on gender or age between the deleted cases and those in the final sample. Significantly more Hispanics, and significantly fewer blacks, were in the final sample than among the deleted cases (p < .001).

**Weighting the Final Sample to Reflect Population of Probation Youths in Los Angeles**

Our final sample did not exactly match the target sample presented in Table 1. In particular, the final sample included somewhat more males, more Hispanics, and more court cases than we had originally targeted. By weighting our final analysis sample to represent the entire population of investigation and supervision cases for Los Angeles (as described below), we have adjusted for differences between the targeted sample and final sample, so that our analyses do accurately represent the gender and ethnic mix among all Los Angeles cases.

In order to weight the final sample, we obtained the frequency of all youth investigation and supervision cases for Los Angeles during the same time period as the pilot assessment, with information on youth gender, race/ethnicity, and court vs. non-court case type (see Appendix [PDF, 3.33MB]). Within each combination of gender, race/ethnicity, and court vs. non-court case type, we defined a weight to be the ratio of youths in the probation population to the number of youths in the final sample. This allowed us to weight the data to reflect the entire population on these characteristics. All analyses were conducted on the weighted final sample.

**Table 2**

**Results**

**Mean Differences in Resiliency by Demographic Characteristics**

SDRRC resiliency scores differed by gender, age, and ethnicity; some differences were large enough to be statistically significant (see Table 3). The most pronounced differences were for different ethnic groups, with pair-wise comparisons of whites, blacks, Hispanics, and “other” race all producing significant differences. “Other” youths (primarily Asians) had the highest mean resiliency scores, followed by whites, blacks, and Hispanics, respectively. There were also marginally significant differences between males and females (t = 1.89, p < .06) and between youths aged 15 or 16 and those aged 17 or 18 (t = -1.93, p < .06).

**Characteristics of the SDRRC**

The SDRRC comprises two subscales: the protective subscale and the risk subscale. Each of these contains subscales for delinquency, education, family, peer, substance use, and individual. Table 4 shows the correlations between the overall resiliency score and the individual subscales. Table 5 gives the correlations among the subscales. It is important to note that the total SDRRC scale reflects “resiliency.” Resiliency is defined as the net sum of protective and risk factors. Protective and risk factors are scored differently. The higher the protective score, the more protective factors the youth has. Risk scores have negative values; the more negative the value, the higher the risk. Thus we would expect positive correlations between the total resiliency score
and 1) total risk score, 2) total protective score, and 3) the subcomponents of both risk and protective scales. In fact, that is what we see in Table 4. At the same time, however, we see fairly high correlations between individual subscale items (see Table 5), suggesting that they may be redundant. Redundancy among the subscales of the resiliency score was also reported by Little (n.d.) in her analysis of the SDRRC.

**Relationship Between Resiliency and Recidivism as Measured by Subsequent Arrest**

For each of the youths assessed, we determined whether the youth was arrested within the 12 months following the administration of the assessment. The major question for the validation study is whether scores obtained on the SDRRC are related to subsequent recidivism.

One of the issues for recidivism studies is whether or not subjects are “at risk” to reoffend. Individuals may be removed from the sample before they have a chance to reoffend—they may be sentenced to terms of incarceration during the entire follow-up period. In some cases, these individuals may be excluded from analyses, or they may be treated as censored observations. In order to determine how large a problem this might pose for the current study, we calculated the number of days youths were “on the street” from the point of their assessment until 12 months later. The vast majority of youths (over 90 percent) had at least 10 months of street time. For the remaining youths, analyses revealed that even those with very minimal “street time” (less than 2 months) were arrested. For this reason, we did not exclude any youths from our analyses of recidivism.

Table 6 presents the recidivism results for the full sample. For this and other analyses, we divided the sample into approximate thirds and categorized the resulting groups as “low” (those with score 12 or less), “medium” (those with scores between 13 and 33), and “high” (those with score of 34 or higher). Table 6 shows that the scale does validate for the overall sample. Only 8 percent of “high” resiliency youths were arrested, compared with almost 36 percent of those with “low” resiliency.

**Subgroup Analyses**

Figures 1, 2, and 3 present the results by age, gender, and ethnicity, respectively. Within each of the major racial groups, the resiliency score is significantly related to recidivism. Regardless of ethnicity, the higher the resiliency, the lower the likelihood of arrest for youths. The same holds true for males and females, and across all ages. The discriminatory power of the instrument appears to be greatest for the younger youths in the sample (age less than 15), most likely due to more variability in outcomes among younger juveniles.

**Assessing Scale Properties and Recidivism**

Prior analyses have examined the relationship between the total resiliency score and rearrest. In Table 7 below, we present the relationship of individual subscales to rearrest. Recall that the more negative the risk score, the higher the risk. Thus we would expect a negative correlation between risk subscales and rearrest. All subscales correlate significantly with rearrest. The absolute correlation between the total resiliency score and rearrest is 0.27—similar to the correlation observed by the Washington State Institute for Public Policy (2004) for misdemeanor and felony recidivism for the Washington Pre-Screen Assessment inventory. Interestingly, it is higher than the correlation reported by Little (n.d.). Resiliency scores have a higher correlation than do their respective protective and risk subscales with only one exception (family protective factors).

**Controls for Additional Factors Related to Recidivism**

Earlier analyses have examined the univariate relationship between SDRRC score and recidivism. In the following analyses, we examine the relationship controlling for additional factors that may impact how well SDRRC predicts recidivism. These factors include age, gender, and race/ethnicity, as well as whether the case is supervision (vs. non-supervision) and court (vs. non-court).
Table 8 presents the results from a logistic regression analysis of the total sample. We see that, even controlling for other factors that might be related to recidivism, SDRRC resiliency is still significantly related to rearrest. Other factors are also related to rearrest: age (not being in the youngest or oldest age group), being male (as opposed to being female), being black (as opposed to being white), and being under probation supervision during the 12-month follow-up period. The overall measure of the model yielded a Wald chi-square value of 102.1 (p < .0001).

The relatively lower correlations between SDRRC items and rearrest for Hispanic and “other” youths observed in Table 4 might suggest that the resiliency measure is not as strong a predictor for some groups as it is for others. In order to test this, we included interactions terms between race/ethnicity and resiliency in the model identified in Table 8 above. Results, shown in Table 9 below, confirm that resiliency is differentially related to recidivism for whites (compared with Hispanics), although not significantly for blacks or “other” youths.

One of the questions we want to answer is whether the provision of services influences the youth’s recidivism. We would expect those receiving services might have lower recidivism rates. In order to evaluate this possibility, we tested the multiple logistic regression model presented above, with the inclusion of the number of services received by youths. Results of this regression showed that the number of services was positively correlated with recidivism. In other words, the more services received, the more likely the youth was to have an arrest during the follow-up period. This is most likely due to the fact that higher-risk youths are provided more services. In fact, the correlation between SDRRC resiliency and the number of services was -0.19 (p < .0001). We conducted supplemental analyses in which we divided the sample into low-, moderate-, and high-risk groups and performed the regression runs within each risk group. Results showed no significant relationship between the number of services and recidivism once youth resiliency was controlled for.

Discussion and Conclusions

Our analyses showed that the SDRRC has both internal and predictive validity for youth in the Los Angeles County Probation system. Total resiliency scores are correlated with total risk and total protective scores; subscales within risk and protective scores are significantly correlated with their overall scales. Subscales are often highly correlated with each other, however, suggesting a degree of redundancy in the instrument. The instrument and its subscales were significantly related to arrest for youths 12 months after their assessment. The scale was also significantly related to recidivism for major subgroups of interest: youths of different ethnicities, as well as both males and females. In analyses which took into account other factors related to recidivism, the SDRRC remained a significant predictor of subsequent arrest. However, the scale does seem to work differently for some youths. In particular, the scale is not as strong a predictor for Hispanic youths as for other youths.

Limitations of Current Research

Research studies are subject to limitations, and this one is no exception. Our follow-up was limited to 12 months following youth assessment with the SDRRC. Although this provides a window of time over which to observe behavior, longer follow-up time periods are preferable. Initially, a longer follow-up period had been planned, but the assessment phase took longer than expected.

As with many recidivism studies, our study relies on official records for measurement of youth behavior. We did not have access to youth’s self-reported criminal behavior, which can provide a more direct measure of criminal behavior (only a fraction of offenses result in arrest). Future research may want to examine the extent to which the SDRRC also corresponds with self-reported criminal behavior. To our advantage, however, the pilot test was conducted before the SDRRC was implemented. In this way, the validity testing was not contaminated by any system
policies or practices that were based on classifications by the SDRRC.

As indicated earlier, the SDRRC does not have any predetermined cut-points for resiliency. Without cut-points for classification, we could not conduct any meaningful analyses of false positives and false negatives—or the extent to which errors in prediction are made when using the SDRRC. Cut-points will be determined during the implementation phase of the instrument in Los Angeles. We recommend that sensitivity analyses be part of continued monitoring of the instrument once it has been integrated into Probation practices (as described below).

In addition, more thorough examination needs to be conducted on differences in the scales and subscales for different subgroups of youths. This should also be part of continued monitoring of the instrument.

**Systemwide Implementation of LARRC**

In summer of 2004, the Los Angeles County Probation Department started the process to institutionalize the SDRRC, now referred to as the LARRC. Training on LARRC began on August 4, 2004. In December 2004, staff began completing the LARRC assessment utilizing an automated system.

The Los Angeles County Probation Department has started a policy that requires all DPOs in the Juvenile Bureaus to assess and reassess minors assigned to their caseloads at defined intervals as part of a plan to enhance case management services. As investigators are trained in the administration of the LARRC, the assessment will be utilized at the investigation level (the point at which the pilot assessment was done) and will continue through the supervision stages in order to address protective/risk/resiliency factors, update case planning efforts, and link minors to appropriate services and interventions.
### Table 1: Sampling Design for Validation Study

<table>
<thead>
<tr>
<th>Ethnicity</th>
<th>Male</th>
<th>Female</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Court</td>
<td>Non-court</td>
<td>Court</td>
<td>Non-court</td>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>178</td>
<td>89</td>
<td>89</td>
<td>44</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>178</td>
<td>89</td>
<td>89</td>
<td>44</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/other</td>
<td>178</td>
<td>89</td>
<td>89</td>
<td>44</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>534</strong></td>
<td><strong>267</strong></td>
<td><strong>267</strong></td>
<td><strong>132</strong></td>
<td><strong>1200</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### San Diego Regional Risk & Resiliency Checkup

<table>
<thead>
<tr>
<th>Date</th>
<th>PDJ #</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Youth Name (L/M/F)</th>
<th>Nickname</th>
<th>Gender</th>
<th>Age</th>
<th>DOB</th>
<th>Home Phone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Residence (Street)</th>
<th>City</th>
<th>Zip</th>
<th>Alt. Phone (Specify)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>School</th>
<th>Grade</th>
<th>Ethnicity</th>
<th>Interpreter Desirable</th>
<th>Case Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What has already been done for youth/family?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minor: Speaks English</th>
<th>Minor’s Assessment: Primary Language in Home</th>
<th>Minor’s Preferred Language</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Additional Protective Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

**Total Additional Protective Score**

<table>
<thead>
<tr>
<th>Score 1</th>
<th>Score 2</th>
<th>Score 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Other Risk Factors or Concerns

- Animal Cruelty
- Bladder Control, Daytime Lack of
- Bladder Control, Nighttime Lack of
- Chronic Tardiness
- Emotional Distress
- Fire Setting
- Health Problems
- Homelessness
- Inappropriate Sexual Behavior
- Loss or Grief
- Parental Abuse/Neglect
- Parental Rejection
- Peers are Older/Younger
- Predatory or Harassing Behavior
- Hate Crime
- For Personal Gain
- Racially Based
- Sexually Based
- Schoolyard Bullying
- Self-Mutilation
- Tobacco Use
- Victim of:
  - Domestic Violence
  - Physical Abuse
  - Racism
  - Sexual Abuse

### Comments and Observations:

#### Summary Scores

<table>
<thead>
<tr>
<th>Score 1</th>
<th>Score 2</th>
<th>Score 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Instructions:
If your selection is not absolutely affirmative, use an arrow pointing in the direction you would lean to if given another choice. See example to right.

### Delinquency - Protective
1. Support/reinforcement in community
2. Pro-social adult relations
3. Extensive structural activities
4. Participates in faith community
5. Involved in community organization

**Net Risk Score**

<table>
<thead>
<tr>
<th>Example</th>
<th>Yes</th>
<th>Somewhat</th>
<th>No</th>
<th>Unknown</th>
</tr>
</thead>
</table>

### Delinquency - Risk
6. Prior arrests
7. Significant crime in neighborhood
8. Offenses committed while under influence
9. Aggressive or fighting behavior
10. Delinquent orientation

**Delinquency Risk Subscale Score**

### Education - Protective
11. School engagement/bonds
12. Attachments to academic achiever
13. Positive interactions with teachers
14. Educational aspirations
15. Caring/supportive school climate

**Education Protective Subscale Score**

### Education - Risk
16. Poor academic achievement
17. Pattern of truancy part year
18. Pattern of suspension/expelled
19. Disruptive classroom/school behavior
20. Presently not in educational program

**Education Risk Subscale Score**

### Family - Protective
21. Communicates with family
22. Constructive use of time at home
23. Family activities
24. Family support
25. Unconditional regard from a parent

**Family Protective Subscale Score**

### Family - Risk
26. Poor relations with parents
27. Parental supervision deficiencies
28. Chaotic family
29. Parental criminality/substance abuse
30. Runaway

**Family Risk Subscale Score**

### Peer - Protective
31. Positive peer relations
32. Has at least one person to confide in
33. Values dignity/rights of others
34. Ability to make friends
35. Ability to communicate disagreements

**Peer Protective Subscale Score**

### Peer - Risk
36. Socially isolated
37. Very few prosocial acquaintances
38. Has gang affiliation
39. Has delinquent friends
40. No meaningful relationships w/any adult

**Peer Risk Subscale Score**

### Substance Use - Protective
41. Parents model healthy moderation
42. Effectively manages peer pressure
43. Youth is free of distressing habits
44. Youth manages stress well
45. Positive self-concept

**Substance Use Protective Subscale Score**

### Substance Use - Risk
46. Pattern of alcohol use
47. Used mood altering drug (other than alcohol)
48. Uses substances frequently
49. Substance use interferes with daily function
50. Early onset substance use (<13)

**Substance Use Risk Subscale Score**

### Individual - Protective
51. Values honesty/integrity
52. Self control
53. Self efficacy in prosocial roles
54. Problem-solving skills
55. Plans, organizes, & completes tasks

**Individual Protective Subscale Score**

### Individual - Risk
56. No prosocial interests
57. Supportive of delinquency
58. Anger management issues
59. Sensation seeking
60. Manipulative/deceitful

**Individual Risk Subscale Score**

### Total Protective Score | Total Resiliency Score | Total Risk Score
---|---|---
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<table>
<thead>
<tr>
<th></th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>768 (74.1%)</td>
</tr>
<tr>
<td>Female</td>
<td>268 (25.9%)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>9-12</td>
<td>65 (6.3%)</td>
</tr>
<tr>
<td>13-14</td>
<td>240 (23.2%)</td>
</tr>
<tr>
<td>15-16</td>
<td>404 (39.0%)</td>
</tr>
<tr>
<td>17-18</td>
<td>322 (31.1%)</td>
</tr>
<tr>
<td>19+</td>
<td>5 (0.5%)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>194 (18.7%)</td>
</tr>
<tr>
<td>Black</td>
<td>299 (28.9%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>436 (42.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>97 (9.4%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>10 (1.0%)</td>
</tr>
<tr>
<td><strong>Case Type</strong></td>
<td></td>
</tr>
<tr>
<td>Court</td>
<td>782 (75.5%)</td>
</tr>
<tr>
<td>Non-court</td>
<td>254 (24.5%)</td>
</tr>
<tr>
<td>Investigation</td>
<td>294 (28.4%)</td>
</tr>
<tr>
<td>Supervision</td>
<td>742 (71.6%)</td>
</tr>
<tr>
<td>Demographic Characteristic</td>
<td>Resiliency Score</td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18.9</td>
</tr>
<tr>
<td>Female</td>
<td>22.1</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>9-12</td>
<td>23.1</td>
</tr>
<tr>
<td>13-14</td>
<td>20.5</td>
</tr>
<tr>
<td>15-16</td>
<td>17.7</td>
</tr>
<tr>
<td>17-18</td>
<td>20.9</td>
</tr>
<tr>
<td>19+</td>
<td>-0.3</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>25.7*</td>
</tr>
<tr>
<td>Black</td>
<td>21.5*</td>
</tr>
<tr>
<td>Hispanic</td>
<td>16.0*</td>
</tr>
<tr>
<td>Other</td>
<td>32.6*</td>
</tr>
<tr>
<td>Unknown</td>
<td>12.1</td>
</tr>
</tbody>
</table>

* p < .05 using t-tests
Table 4: Correlations Between Total Resiliency Score and Subscale Items (Weighted)

<table>
<thead>
<tr>
<th>Score</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total protective score</td>
<td>0.93</td>
</tr>
<tr>
<td>Total risk score</td>
<td>0.88</td>
</tr>
<tr>
<td>Net risk for delinquency</td>
<td>0.85</td>
</tr>
<tr>
<td>Net risk for education</td>
<td>0.81</td>
</tr>
<tr>
<td>Net risk for family</td>
<td>0.81</td>
</tr>
<tr>
<td>Net risk for peer</td>
<td>0.87</td>
</tr>
<tr>
<td>Net risk for substance use</td>
<td>0.81</td>
</tr>
<tr>
<td>Net risk for individual</td>
<td>0.88</td>
</tr>
<tr>
<td>Delinquency risk factors</td>
<td>0.64</td>
</tr>
<tr>
<td>Education risk factors</td>
<td>0.68</td>
</tr>
<tr>
<td>Family risk factors</td>
<td>0.60</td>
</tr>
<tr>
<td>Peer risk factors</td>
<td>0.70</td>
</tr>
<tr>
<td>Substance use risk factors</td>
<td>0.54</td>
</tr>
<tr>
<td>Individual risk factors</td>
<td>0.73</td>
</tr>
<tr>
<td>Delinquency protective factors</td>
<td>0.75</td>
</tr>
<tr>
<td>education protective factors</td>
<td>0.78</td>
</tr>
<tr>
<td>Family protective factors</td>
<td>0.81</td>
</tr>
<tr>
<td>Peer protective factors</td>
<td>0.77</td>
</tr>
<tr>
<td>Substance use protective factors</td>
<td>0.77</td>
</tr>
<tr>
<td>Individual protective factors</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Note: All correlations significantly different from zero (p < .05).
Table 5: Arrested Within 12 Months of Assessment, by Resiliency Score (Weighted)

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Delinquency</th>
<th>Education</th>
<th>Family</th>
<th>Peer</th>
<th>Substance use</th>
<th>Individual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>1.00</td>
<td>0.85</td>
<td>0.82</td>
<td>0.82</td>
<td>0.88</td>
<td>0.82</td>
<td>0.88</td>
</tr>
<tr>
<td>Delinquency</td>
<td>1.00</td>
<td>0.64</td>
<td>0.64</td>
<td>0.69</td>
<td>0.65</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>1.00</td>
<td>0.62</td>
<td>0.66</td>
<td>0.54</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>1.00</td>
<td>0.68</td>
<td>0.60</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer</td>
<td>1.00</td>
<td>0.65</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td>1.00</td>
<td></td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Note: All correlations significantly different from zero (p < .05).
Table 6: Arrested Within 12 Months of Assessment, by Resiliency Score (Weighted)

<table>
<thead>
<tr>
<th>Resiliency Score</th>
<th>No</th>
<th>Yes</th>
<th>% of sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (12 or less)</td>
<td>64.5%</td>
<td>35.5%</td>
<td>35.8%</td>
</tr>
<tr>
<td>medium (13-33)</td>
<td>84.5%</td>
<td>15.5%</td>
<td>33.6%</td>
</tr>
<tr>
<td>High (34+)</td>
<td>91.8%</td>
<td>8.2%</td>
<td>30.6%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>79.6%</strong></td>
<td><strong>20.4%</strong></td>
<td><strong>100.0%</strong></td>
</tr>
</tbody>
</table>

Chi-square = 88.3 (p < .0001) with 2 degrees of freedom
Figure 1: Percent Arrested During Follow-Up, by Age and Resiliency Score (Weighted)
Figure 2: Percent Arrested During Follow-Up, by Gender and Resiliency Score (Weighted)
Figure 3: Percent Arrested During Follow-Up, by Ethnicity and Resiliency Score (Weighted)
<table>
<thead>
<tr>
<th>Score</th>
<th>Mean</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total resiliency</td>
<td>19.55</td>
<td>-0.27</td>
</tr>
<tr>
<td>Total protective</td>
<td>33.72</td>
<td>-0.25</td>
</tr>
<tr>
<td>Total risk</td>
<td>-14.17</td>
<td>-0.24</td>
</tr>
<tr>
<td>Net risk for delinquency</td>
<td>1.71</td>
<td>-0.24</td>
</tr>
<tr>
<td>Net risk for education</td>
<td>2.02</td>
<td>-0.24</td>
</tr>
<tr>
<td>Net risk for family</td>
<td>5.20</td>
<td>-0.19</td>
</tr>
<tr>
<td>Net risk for peer</td>
<td>4.31</td>
<td>-0.24</td>
</tr>
<tr>
<td>Net risk for substance use</td>
<td>3.89</td>
<td>-0.19</td>
</tr>
<tr>
<td>Net risk for individual</td>
<td>2.42</td>
<td>-0.23</td>
</tr>
<tr>
<td>Delinquency risk factors</td>
<td>-2.84</td>
<td>-0.21</td>
</tr>
<tr>
<td>Education risk factors</td>
<td>-3.25</td>
<td>-0.21</td>
</tr>
<tr>
<td>Family risk factors</td>
<td>-1.75</td>
<td>-0.13</td>
</tr>
<tr>
<td>Peer risk factors</td>
<td>-2.10</td>
<td>-0.19</td>
</tr>
<tr>
<td>Substance use risk factors</td>
<td>-1.65</td>
<td>-0.12</td>
</tr>
<tr>
<td>Individual risk factors</td>
<td>-2.58</td>
<td>-0.19</td>
</tr>
<tr>
<td>Delinquency protective factors</td>
<td>4.55</td>
<td>-0.19</td>
</tr>
<tr>
<td>Education protective factors</td>
<td>5.27</td>
<td>-0.23</td>
</tr>
<tr>
<td>Family protective factors</td>
<td>6.94</td>
<td>-0.20</td>
</tr>
<tr>
<td>Peer protective factors</td>
<td>6.42</td>
<td>-0.21</td>
</tr>
<tr>
<td>Substance use protective factors</td>
<td>5.54</td>
<td>-0.19</td>
</tr>
<tr>
<td>Individual protective factors</td>
<td>5.00</td>
<td>-0.21</td>
</tr>
</tbody>
</table>

Note: All correlations in this table are significantly greater than zero (p < .05).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>Wald Chi-Square</th>
<th>Pr &gt; Chi-Sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-20.4302</td>
<td>6.7603</td>
<td>9.1329</td>
<td>0.0025</td>
</tr>
<tr>
<td>Age</td>
<td>2.6623</td>
<td>0.9056</td>
<td>8.6421</td>
<td>0.0033</td>
</tr>
<tr>
<td>Age squared</td>
<td>-0.0960</td>
<td>0.0301</td>
<td>10.1707</td>
<td>0.0014</td>
</tr>
<tr>
<td>Male</td>
<td>0.9814</td>
<td>0.2408</td>
<td>16.6081</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Black</td>
<td>0.1976</td>
<td>0.2046</td>
<td>0.9325</td>
<td>0.3342</td>
</tr>
<tr>
<td>White</td>
<td>-0.2881</td>
<td>0.2680</td>
<td>1.1556</td>
<td>0.2824</td>
</tr>
<tr>
<td>Other race</td>
<td>-0.1627</td>
<td>0.3532</td>
<td>0.2121</td>
<td>0.6451</td>
</tr>
<tr>
<td>Supervision</td>
<td>1.5024</td>
<td>0.4206</td>
<td>12.7614</td>
<td>0.0004</td>
</tr>
<tr>
<td>Court case</td>
<td>-0.7125</td>
<td>0.3766</td>
<td>3.5786</td>
<td>0.0585</td>
</tr>
<tr>
<td>Resiliency</td>
<td>-0.0285</td>
<td>0.00430</td>
<td>43.8683</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>
**Table 9: Logistic Regression Results for Arrest During Follow-Up, With Interaction Terms (Weighted)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>Wald Chi-Square</th>
<th>Pr &gt; Chi-Sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-20.0157</td>
<td>6.6641</td>
<td>9.0212</td>
<td>0.0027</td>
</tr>
<tr>
<td>Age</td>
<td>2.5887</td>
<td>0.8937</td>
<td>8.3909</td>
<td>0.0038</td>
</tr>
<tr>
<td>Age squared</td>
<td>-0.0935</td>
<td>0.0297</td>
<td>9.9074</td>
<td>0.0016</td>
</tr>
<tr>
<td>Male</td>
<td>1.0138</td>
<td>0.2447</td>
<td>17.1713</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Black</td>
<td>0.4180</td>
<td>0.2456</td>
<td>2.8975</td>
<td>0.0887</td>
</tr>
<tr>
<td>White</td>
<td>0.0476</td>
<td>0.3186</td>
<td>0.0223</td>
<td>0.8812</td>
</tr>
<tr>
<td>Other race</td>
<td>-0.2739</td>
<td>0.4633</td>
<td>0.3496</td>
<td>0.5544</td>
</tr>
<tr>
<td>Supervision</td>
<td>1.5069</td>
<td>0.4182</td>
<td>12.9845</td>
<td>0.0003</td>
</tr>
<tr>
<td>Court case</td>
<td>-0.6778</td>
<td>0.3752</td>
<td>3.2631</td>
<td>0.0709</td>
</tr>
<tr>
<td>Resiliency</td>
<td>-0.0217</td>
<td>0.00551</td>
<td>15.4913</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Resiliency* Black</td>
<td>-0.0171</td>
<td>0.0103</td>
<td>2.7451</td>
<td>0.0976</td>
</tr>
<tr>
<td>Resiliency* White</td>
<td>-0.0313</td>
<td>0.0141</td>
<td>4.9051</td>
<td>0.0268</td>
</tr>
<tr>
<td>Resiliency* Other</td>
<td>0.000710</td>
<td>0.0140</td>
<td>0.0026</td>
<td>0.9596</td>
</tr>
</tbody>
</table>
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AFTER DECADES OF intellectual neglect, the field of corrections has decided to embrace the world of science and adhere to the dictums of “evidence-based” corrections. The term “evidence based” originates from the field of medicine as far back as the 19th century in Europe and means many things to many people. In medicine it is very important that medical procedures and the use of healing drugs and medicine actually demonstrate their effectiveness through rigorous experimental studies before they are brought to market. In the social sciences, evidence-based research suggests that governmental policies must be shaped by scientific evidence that shows the policy has some cause and effect value. For many good reasons, the field of corrections has never had to pass such a high standard. But after American corrections has set world records in the numbers of persons incarcerated and placed on probation and parole, some criminal justice professionals believe the field needs to get serious about its $60 billion a year industry and produce a better product.

Plagued by recidivism rates that have remained stubbornly stagnant for 30 years (or more) and by a general feeling among most politicians that about the only thing that corrections can do is inflict widespread punishment, criminal justice practitioners have seen the more benign goals of treatment and rehabilitation take a back seat to the more politically appealing ideologies of deterrence, incapacitation, and retribution. It’s a given that no politician can successfully run on a platform demanding more and better treatment for the two million plus prisoners held in our nation’s jails and prisons.

But the times are a changing. Led by a small number of Canadian and American criminologists, there is now a considerable effort to get rehabilitation and treatment back on the map. Their argument is advertised not as ideological but as empirical. The major premise is that treatment does work if it is done right. Therefore, the primary reason treatment is ineffective is because it is more often done wrong.

One major reason that treatment is not done right is that offenders are not properly assessed for risk by most correctional agencies. Without the proper diagnosis, it is not possible to assign prisoners to the proper treatment. Indeed, prior research has shown that assigning low-risk people to treatment they really don’t need actually increases recidivism. A recent evaluation of Ohio’s community corrections act clearly shows that many correctional programs are not targeting the proper offender, which in turn diminishes the capacity to reduce recidivism rates.
The widespread absence of risk assessment in corrections has historically hampered correctly targeted treatment. It was not until the 1980s that prison systems, due in part to a number of federal lawsuits, finally started using custody classification systems to assign prisoners to the correct prisons. The results have been impressive in most states, with increasing numbers of prisoners now being assigned to minimum security settings. The taxpayers have benefited somewhat because the lower the security, the lower the incarceration costs. Unfortunately, the huge increases in the correctional populations have largely negated whatever savings taxpayers would have realized.

Parole boards, which still govern the date and conditions of release for prisoners in most states, have only recently (and only in a few states) embraced the idea that their decisions would be influenced by some calculation of the prisoner’s risk to recidivate. Probation and parole agencies have also begun to implement risk instruments to guide their decisions as to what levels of supervision are most appropriate for their burgeoning caseloads.

But despite these advances, no jurisdiction can point to significant reductions in recidivism rates—and that includes Canada, from which most of the new emphasis on rehabilitation has emanated. Many probation and parole officers seem less interested in risk assessment and case management and more concerned with racking up as many violations of their caseload as they can. I don’t recall any prison, parole, or probation department being chastised for having too high a recidivism rate, even though there is considerable evidence that they could have a positive effect on these rates.

The remainder of this article focuses on the state of risk assessment. I concede that in order for rehabilitation to have a meaningful impact on recidivism rates, the proper identification of persons by their risk level is essential. But I now worry that the field is placing too much emphasis on risk assessment with little effort to provide those basic treatment services that are needed.

The Basics of Risk Assessment

Before an agency decides to adopt a risk assessment system, a number of tests need to be completed to ensure it will work. There seems to be a trend in corrections to uncritically accept the latest “innovation” and adopt it without understanding its strengths and limitations. In risk assessment, unless these steps are completed, application of the risk assessment process may prove more harmful than helpful as offenders will be improperly classified.

1. Risk Assessment Instruments Must Be Tested on Your Correctional Population and Separately Normed for Males and Females.

There is a tendency for correctional agencies to simply borrow or buy an instrument that has been developed on another population that may not reflect the attributes of their own offender populations. In research terms this issue has to do with the “external validity” of the instrument and the ability to generalize the findings of a single study of the instrument to other jurisdictions. Generally, if a risk assessment instrument has not been tested on multiple populations under varying conditions, it will not work well on populations it has not been tested on.

Male and female risk assessment is another issue for proposed risk instruments. Men and women are different, behave differently, and respond differently to various forms of treatment and supervision. Yet when it comes to risk assessment we often assume they are the same. Recidivism and career criminal studies consistently show that females are less involved in criminal behavior, are less likely to commit violent crimes and are less likely to recidivate after being placed on probation or parole. Further, since the “criminal population” is largely male, any instrument that is tested on a total correctional population will naturally misclassify females.

2. An Inter-Rater Reliability Test Must Be Conducted
Both an inter-reliability test and a validity test must be completed by independent researchers who have no economic gain in proving the effectiveness of the instrument. Inter-rater reliability has to do with the accuracy and consistency of the instrument being completed by those who will be responsible on a day-to-day basis for completing the form and interpreting the results. Often this work is done by probation and parole officers or parole board hearing examiners. It is a skilled task that not all correctional staff are well suited for.

The inter-rater reliability test would consist of taking a representative sample of offenders (a minimum of 100 cases) who will then be independently scored using the proposed instrument by two staff who have trained in the proposed instrument. Any item on the instrument that does not reach the 80 percent agreement level should be deleted. If the instrument does not demonstrate an agreement level of 90 percent, it should not be implemented.

3. A Validity Test Must Be Conducted

The validity test is designed to see how well the risk factors actually predict recidivism. This test is done by drawing a sample of offenders who were sentenced to probation or released from prison and tracking them for a period of 2 to 3 years. Since most jurisdictions are anxious to have the risk assessment instrument implemented as quickly as possible, the validation sample often consists of persons sentenced or released 2 to 3 years prior to the study being conducted. The research must then be able to perform a variety of bi-variate and multi-variate statistical tests to determine which items should be used, the weights assigned to each item and the proper risk level scale.

4. The Instruments Must Allow For Dynamic and Static Factors That Have Been Well Accepted and Tested In A Number of Jurisdictions

As noted above, the risk instrument should consist of static and dynamic risk items. Table 5 summarizes commonly used risk factors that have been repeatedly validated by a number of validation studies. These are separated into the static and dynamic categories. Of the two, the dynamic factors are generally the more powerful predictors, as they reflect the person’s current social and economic environment. If an instrument does not employ dynamic factors, it is likely to not perform accurately.

5. The Instruments Must Be Compatible with the Skill Level of Your Staff

There are a wide variety of risk assessment instruments available to jurisdictions to use. However, they require very different skill levels. The more traditional risk assessment forms generally consist of not more than 10-12 items and are based on factual items that can be gleaned from court and case files and require minimal interpretation by staff trained in their use. Age at first arrest, current age, and number of prior probation violations within the past five years come under this category. For these instruments staff need little academic training to conduct an accurate assessment.

The more complicated risk assessment items require a well-structured interview and a review of all relevant case file data. These instruments often have 40-60 items with several sub-scales reflecting varying domain risk levels. With such instruments it is more difficult to achieve the minimal levels of reliability and validity, unless the staff is highly skilled in the application of psychometric assessment forms. Without such skilled staff, the use of these instruments is not recommended.


Finally, the instrument and the entire risk assessment process needs to be credible with all of the parties that are being directly impacted by it. Staff assigned to the risk assessment process must believe that the instrument actually works and will help inform the decision process for sentencing, release, and supervision decisions. The decision makers (judges, parole boards, and
correctional administrators) must also have confidence in the risk assessment process and demonstrate through their decisions that they are using it. In particular, statistics should show that offenders assessed as low risk should have lower rates of being sentenced to prison, have shorter sentences, have high rates of being paroled and receive lower levels of supervision. High-risk offenders should show just the opposite trends.

The people who are being assessed for risk must also believe that the process is credible and will be used by decision makers. The process should also be transparent and not some mysterious process where the offender is unaware of what factors are being used and how each is scored. This is especially helpful for risk instruments that employ dynamic risk factors—items that can change based on the offender’s social and economic situation (employment, residency, and family relations). By understanding these dynamic risk factors, the offender can take actions or seek support that will actually reduce the risk to public safety.

A Closer Look at the LSI-R

As the interest in risk assessment has grown, so too has the private industry engaged in developing and distributing these systems. Currently there are two major privately held risk assessment systems available to corrections. The most widely advertised system is the Level of Service Inventory—Revised (or LSI-R), which was first developed in Canada and has now been adopted by a number of U.S. correctional agencies. LSI-R is owned and distributed by Multi Health Systems, Incorporated, which distributes a wide array of psychologically based assessment tools. The other is the Correctional Offender Management Profiling for Alternative Sanctions (or Compas), owned and distributed by the Northpointe Institute for Public Management, Inc., which also offers a privately held prison and jail classification system.

Few independent validation studies of these two systems appear in the literature. By “independent” I mean studies done by researchers who have no financial interest in the two companies. Because the LSI-R has been around longer and is more widespread than the Compas, there have been a few recent studies in Washington, Pennsylvania, and now Vermont. As will be shown below, these studies show that many of the individual factors used in the LSI-R scale are not predictive of re-offending behavior.

Why is this so? The principal problem with the LSI-R is that it is difficult to achieve a sufficient level of inter-rater reliability on many of its items. The LSI-R consists of 54 items that are sorted into the following ten substantive areas believed to be related to future criminal behavior:

1. Criminal History (10 items)
2. Education and Employment (10 items)
3. Financial (2 items)
4. Family and Marital (4 items)
5. Accommodations (3 items)
6. Leisure and Recreation (2 items)
7. Companions (5 items)
8. Alcohol and Drugs (9 items)
9. Emotional and Personal (5 items)
10. Attitude and Orientation (4 items)

The LSI-R scorer is expected to make either a dichotomous “yes” or “no” to 37 items and a likert scale rating of satisfactory, relatively satisfactory, relatively unsatisfactory or very unsatisfactory for the other 17 items. For example, one question in the family/marital domain requiring a level of satisfactory response is “dissatisfaction with marital or equivalent situation.” The scorer is instructed to base this assessment on a review of the case file data and an interview with the subject. On the accommodation domain, one question requiring a yes/no response is “three or more address changes last year.” Such questions and the associated response raise important questions about whether correctional staff (most of whom have little if any
Researchers in Washington State conducted one of the first independent validation studies of the LSI-R as it was being applied to released state prisoners. The authors found that the LSI-R criminal history factors were strong predictors of recidivism and produced most of the predictive power for the instrument. Put differently, many of the numerous other LSI-R items do little to enhance the LSI-R predictive attributes. These findings led the researchers to recommend that some of the LSI-R items be combined with other non-LSI-R factors, like current age and gender, to provide for a better risk instrument.

A recent study of the LSI-R as used by the Pennsylvania Parole Board and the Department of Corrections is instructive on difficulties associated with the LSI-R scoring process. In particular, it provides the results of an inter-rater reliability study—a study that should be done for any risk assessment system. The Pennsylvania Parole Board was using the LSI-R scores to determine the suitability for release from prison. However, there had been no attempt to validate the LSI-R on Pennsylvania prisoners, which no doubt are somewhat different from the Canadian prisoners on whom the LSI-R had been developed. Further, the concept of using LSI-R for parole release considerations suggests a serious misapplication of the LSI-R, since many of the items have to do with the prisoner’s life prior to incarceration. For example, how does one assess whether a prisoner who has been incarcerated for several years has “some criminal acquaintances” or few anti-criminal friends”? Given that many months or years may have passed since the offender was living in the community, the problems of accurate recall and the relevance of the questions for prisoners are rather obvious.

But even with these issues, one must also determine if the assessors are able to produce reliable scoring results. To this end, several reliability tests were conducted. The basic test is relatively straightforward and easy to do. A sample of 120 cases was selected for the test. Within two weeks, two staff were required to independently score the sampled cases and determine the appropriate score for each case. The results are shown in Table 1. The table contains only the 16 items that reached the 80 percent level of inter-rater agreement. The other 38 items had scores in the 60-70 percent range. If we use the more generous criteria of risk level, the level of disparity is reduced but remains at an unacceptable range, with a 29 percent disagreement on the risk level. It is also noteworthy that the items that have an acceptable reliability score are the more factual ones that are found in the more traditional risk assessment instruments.

With such a level of “noise” in the scoring process, it is not surprising that only a few of the LSI-R items were found to be associated with recidivism. A recidivism study of 1,006 prisoners who were scored on the LSI-R and had been released for at least one year was conducted. The first task was to perform an item by item test of 54 LSI-R scoring items to see which ones were associated with recidivism. This analysis showed that only the following items had a statistical association with recidivism:

1. Any prior convictions?
2. Two or more prior convictions?
3. Three or more prior convictions?
4. Arrested under age 16?
5. Escape History?
6. Probation/parole suspension during prior community supervision?
7. Three or more address changes the past year?
8. Current drug problem?
9. Drug problem related to law violations?
10. Drug problem related to school or work problems?
11. Mental health problems in the past?

A regression analysis was done to see which of these 11 items had an independent effect on recidivism. This resulted in the following eight items being used: any prior convictions, two or
more prior convictions, arrested under age 16, prior probation/parole suspension, three or more address changes within the last year, current drug problem, problem affecting school/work, and mental health treatment in the past.

As shown in Table 3, only a small number of the 54 LSI-R scoring items are useful and most of them are not contributing to the risk assessment process. We also found that compared to the risk groups created by the full LSI-R, the condensed instrument creates risk categories with greater distinctiveness in terms of recidivism. Not only do these items have better predictive ability, but also they reduce the “high risk” category. According to this instrument, only 188 prisoners would be classified as “high risk,” compared to 522 using the full LSI-R instrument. More importantly, the high-risk group created by the condensed instrument has a 69 percent recidivism rate, compared to the 58 percent recidivism rate of the LSI-R high risk group, indicating that the condensed instrument does a better job of selecting those prisoners representing the most significant danger to public safety.

In Table 4, the analysis is taken a step further. Along with the eight LSI-R items in the condensed instrument, we also include these descriptive variables: age at release, marital status, committing offense, and release type. This instrument, combining a small number of reliable LSI-R items with a few demographic items, produced the best risk assessment results. In this analysis, we are able to develop greater specificity within the “low risk” category and to identify groups of prisoners with more distinct rates of re-offending.

In Vermont a similar set of findings were noted. The study was similar to the Pennsylvania one where the Parole Board was desirous of adopting a risk instrument to guide their decision-making process. Although a formal reliability was not completed, a validation study was made on the LSI-R and other factors believed to associate with risk to public safety. Two measures of recidivism rates were tested (return to prison and a new conviction), and became the basis for determining which items should be included in the final risk assessment instrument. The first step was to conduct a bi-variate statistical analysis to determine which items had a simple association with the three measures of recidivism.

The original validation study was based on 2,533 sentenced prisoners who were released in 2002. Of this number only 644 had completed LSI-R scoring results. As was found in the Washington state and Pennsylvania studies, only a relatively small number (13) of the LSI-R 54 factors are consistent and strong predictors of recidivism (items 4, 8, 9, 11, 13, 14, 16, 17, 31, 34, 39, 40 and 50). And another set of variables that are not part of the LSI-R was found to be associated with recidivism rates. These included current age, marital status, education level, measures of institutional conduct, and completion of certain programs while incarcerated (see Table 5).

**Linking Risk to Punishment and Treatment?**

The above studies show that risk assessment is doable but that it need not be complicated or expensive. Before adopting a particular system, an agency needs to rigorously assess what model it can afford and administer in a professional and accurate manner. If the wrong decisions are made in terms of what model to buy you may end up with little if any enhancements to your ability to assess risk.

I want to close on another matter that seems to be receiving little attention; namely, the requirement to administer or provide the proper “intervention” that is consistent with risk. The major assumption in evidence-based policy is that prisoners, probationers and parolees are to be “serviced” and punished relative to their risk. But reaching this standard can fail for two reasons. First, the assessed risk level becomes moot if there are no high quality programs or interventions to assign the “client” to once the assessment has been completed. For example, in Vermont only 14 percent of the released prisoner sample had completed an educational, substance abuse, or sex treatment program while incarcerated, even though 31 percent of the sample were assessed as high risk.
On the other end of the spectrum, we need to recognize that a very large proportion of the prison, probation, and parole populations is low risk; these offenders are being punished and even treated beyond their threat to public safety. It’s like a hospital that decides to provide intensive care for patients who have a cold—the treatment is not only unnecessary but expensive.

It would be helpful for those in the risk assessment business to start advocating a more reasonable level of intervention that matches the risk they have so carefully calibrated.

Endnotes
### Table 1: LSI-R Reliability Scores at the 80% Level

<table>
<thead>
<tr>
<th>Variable</th>
<th>% Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Any prior convictions?</td>
<td>96%</td>
</tr>
<tr>
<td>2. Two or more prior convictions?</td>
<td>93%</td>
</tr>
<tr>
<td>3. Three or more convictions?</td>
<td>93%</td>
</tr>
<tr>
<td>4. Three or more present offenses?</td>
<td>81%</td>
</tr>
<tr>
<td>6. Ever incarcerated upon conviction?</td>
<td>95%</td>
</tr>
<tr>
<td>7. Escape history from a correctional facility?</td>
<td>81%</td>
</tr>
<tr>
<td>8. Ever punished for institutional misconduct?</td>
<td>87%</td>
</tr>
<tr>
<td>9. Charge/probation/parole suspended during prior community supervision?</td>
<td>91%</td>
</tr>
<tr>
<td>10. Official record of assault/violence?</td>
<td>86%</td>
</tr>
<tr>
<td>11. Currently employed?</td>
<td>86%</td>
</tr>
<tr>
<td>12. Less than regular grade 10?</td>
<td>85%</td>
</tr>
<tr>
<td>13. Less than regular grade 12?</td>
<td>88%</td>
</tr>
<tr>
<td>14. Three or more address changes last year?</td>
<td>82%</td>
</tr>
<tr>
<td>15. Drug problem, ever?</td>
<td>88%</td>
</tr>
<tr>
<td>16. Moderate interference?</td>
<td>84%</td>
</tr>
<tr>
<td>17. Severe interference, active psychosis?</td>
<td>93%</td>
</tr>
<tr>
<td>18. Mental health treatment, past?</td>
<td>87%</td>
</tr>
<tr>
<td>19. Mental health treatment, present?</td>
<td>89%</td>
</tr>
</tbody>
</table>
Table 2: Cross-tabulation of the First and Second LSI-R Interviews of the Reliability Sample

<table>
<thead>
<tr>
<th>1st Interview</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Total*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (0 through 15)</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>medium (16 through 22)</td>
<td>3</td>
<td>14</td>
<td>11</td>
<td>28</td>
</tr>
<tr>
<td>High (23 and above)</td>
<td>1</td>
<td>17</td>
<td>67</td>
<td>85</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>33</td>
<td>78</td>
<td>118</td>
</tr>
</tbody>
</table>

*Note: Two cases were not scored a second time and were excluded from this analysis.
<table>
<thead>
<tr>
<th>Point Distribution</th>
<th>Total</th>
<th>Recidivated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>948</td>
<td>100.0%</td>
</tr>
<tr>
<td><strong>Low</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>17</td>
<td>1.8%</td>
</tr>
<tr>
<td>1</td>
<td>17</td>
<td>1.8%</td>
</tr>
<tr>
<td>2</td>
<td>58</td>
<td>6.1%</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>5.7%</td>
</tr>
<tr>
<td>Total Low Risk</td>
<td>146</td>
<td>15.4%</td>
</tr>
<tr>
<td><strong>Moderate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>119</td>
<td>12.6%</td>
</tr>
<tr>
<td>5</td>
<td>115</td>
<td>12.1%</td>
</tr>
<tr>
<td>6</td>
<td>133</td>
<td>14.0%</td>
</tr>
<tr>
<td>7</td>
<td>160</td>
<td>16.9%</td>
</tr>
<tr>
<td>8</td>
<td>87</td>
<td>9.2%</td>
</tr>
<tr>
<td>Total Moderate Risk</td>
<td>614</td>
<td>64.8%</td>
</tr>
<tr>
<td><strong>High</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>115</td>
<td>12.1%</td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>2.4%</td>
</tr>
<tr>
<td>11</td>
<td>43</td>
<td>4.5%</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0.1%</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>0.6%</td>
</tr>
<tr>
<td>Total High Risk</td>
<td>188</td>
<td>19.8%</td>
</tr>
</tbody>
</table>
### Table 4: Score using Select LSI-R and Demographic Items by Failure

<table>
<thead>
<tr>
<th>Point Distribution</th>
<th>Total</th>
<th>Recidivated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>848</td>
<td>100.0%</td>
</tr>
<tr>
<td>Lowest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.1%</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>0.8%</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>2.7%</td>
</tr>
<tr>
<td>Total Lowest Risk</td>
<td>31</td>
<td>3.7%</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>2.4%</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>5.1%</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>7.5%</td>
</tr>
<tr>
<td>Total Low Risk</td>
<td>127</td>
<td>15.0%</td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>89</td>
<td>10.5%</td>
</tr>
<tr>
<td>8</td>
<td>91</td>
<td>10.7%</td>
</tr>
<tr>
<td>9</td>
<td>115</td>
<td>13.6%</td>
</tr>
<tr>
<td>10</td>
<td>104</td>
<td>12.3%</td>
</tr>
<tr>
<td>11</td>
<td>94</td>
<td>11.1%</td>
</tr>
<tr>
<td>Total Moderate Risk</td>
<td>493</td>
<td>58.1%</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>92</td>
<td>10.8%</td>
</tr>
<tr>
<td>13</td>
<td>41</td>
<td>4.8%</td>
</tr>
<tr>
<td>14</td>
<td>29</td>
<td>3.4%</td>
</tr>
<tr>
<td>15</td>
<td>19</td>
<td>2.2%</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>1.4%</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>0.5%</td>
</tr>
<tr>
<td>Total High Risk</td>
<td>197</td>
<td>23.2%</td>
</tr>
</tbody>
</table>
## Table 5: Vermont Parole Board Final Risk Assessment Simulation Score by Item and Overall Risk Level

<table>
<thead>
<tr>
<th>Static Item</th>
<th>N-644</th>
<th>%</th>
<th>% Reconvicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age at First Arrest*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 years or older</td>
<td>458</td>
<td>71%</td>
<td>45%</td>
</tr>
<tr>
<td>Under 16 years</td>
<td>186</td>
<td>29%</td>
<td>60%</td>
</tr>
<tr>
<td>2. Prior Charges/Suspensions under Supervision*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>169</td>
<td>26%</td>
<td>36%</td>
</tr>
<tr>
<td>Yes</td>
<td>475</td>
<td>74%</td>
<td>54%</td>
</tr>
<tr>
<td>3. Crime Seriousness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1,2,4,5 and 10</td>
<td>334</td>
<td>52%</td>
<td>37%</td>
</tr>
<tr>
<td>Level 3,6,7,8,9 and 11</td>
<td>310</td>
<td>48%</td>
<td>61%</td>
</tr>
<tr>
<td>4. Drug/Alcohol Abuse*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>388</td>
<td>60%</td>
<td>42%</td>
</tr>
<tr>
<td>Behavior problems/Positive test</td>
<td>256</td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>5. Prior Convictions*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>387</td>
<td>60%</td>
<td>45%</td>
</tr>
<tr>
<td>One</td>
<td>109</td>
<td>17%</td>
<td>49%</td>
</tr>
<tr>
<td>Two or more</td>
<td>148</td>
<td>23%</td>
<td>60%</td>
</tr>
<tr>
<td>6. Criminal Acquaintances at Admission*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>43</td>
<td>7%</td>
<td>26%</td>
</tr>
<tr>
<td>Yes</td>
<td>601</td>
<td>93%</td>
<td>51%</td>
</tr>
<tr>
<td>7. Employed at least 12 months prior to Admission*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>221</td>
<td>34%</td>
<td>41%</td>
</tr>
<tr>
<td>No</td>
<td>423</td>
<td>66%</td>
<td>53%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dynamic Item</th>
<th>N-644</th>
<th>%</th>
<th>% Reconvicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>8. Current Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50 and above</td>
<td>46</td>
<td>7%</td>
<td>20%</td>
</tr>
<tr>
<td>40-49</td>
<td>133</td>
<td>21%</td>
<td>33%</td>
</tr>
<tr>
<td>24-39</td>
<td>325</td>
<td>50%</td>
<td>55%</td>
</tr>
<tr>
<td>Under 23</td>
<td>140</td>
<td>22%</td>
<td>61%</td>
</tr>
</tbody>
</table>
9. Most Severe Disciplinary report

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None in the past 12 months</td>
<td>450</td>
<td>70%</td>
<td>44%</td>
</tr>
<tr>
<td>major A or major B</td>
<td>194</td>
<td>30%</td>
<td>59%</td>
</tr>
</tbody>
</table>

10. Completed education/Substance Abuse program

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>87</td>
<td>14%</td>
<td>45%</td>
</tr>
<tr>
<td>No</td>
<td>557</td>
<td>86%</td>
<td>50%</td>
</tr>
</tbody>
</table>

11. Current Custody Level

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>Medium</td>
<td>0</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>Else</td>
<td>0</td>
<td>0%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

12. Current marital Status

<table>
<thead>
<tr>
<th></th>
<th>204</th>
<th>32%</th>
<th>43%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Married, Divorced</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>440</td>
<td>68%</td>
<td>52%</td>
</tr>
</tbody>
</table>

Scored Risk Level

<table>
<thead>
<tr>
<th></th>
<th>151</th>
<th>23%</th>
<th>26%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>293</td>
<td>45%</td>
<td>49%</td>
</tr>
<tr>
<td>High</td>
<td>200</td>
<td>31%</td>
<td>67%</td>
</tr>
</tbody>
</table>

*Denotes LSI-r factors
Assessing the Role of Clinical and Actuarial Risk Assessment in an Evidence-Based Community Corrections System: Issues to Consider

James M. Byrne  
Department of Criminal Justice and Criminology, University of Massachusetts, Lowell

April Pattavina  
Department of Criminal Justice and Criminology, University of Massachusetts, Lowell

Issue 1: Evidence-based Practice and the (Missing) Link Between Risk Assessment and Risk Reduction

Issue 2: The Implications of Actuarial and Clinical Assessment for Line Staff and Management

Issue 3: The Need to Combine Individual and Community Risk Assessment

Concluding Comments

THE RISK ASSESSMENT process is undergoing major change in federal, state and local community corrections agencies across the country. New assessment instruments are being introduced, case management systems are being redesigned, and the roles and responsibilities of line staff and management in community corrections agencies are being redefined, in large part due to the application of new, “soft” computer technology in community corrections agencies (Pattavina and Taxman, 2006). As Gottfredson and Tonry (1987) predicted in the late 1980s, “both the literature and practical application of science-based prediction and classification will continue to expand as institutions evolve to become more rational, more efficient, and more just” (vii). While rationality, efficiency, and justice are laudable goals for any criminal justice organization, we suspect that ultimately, it is the effectiveness of the community corrections system—both in terms of short-term offender control and long-term offender change—that really matters to the public, and by extension, to policymakers and practitioners. In the following article, we examine three key issues related to assessing the effectiveness of risk assessment procedures that need to be addressed: 1) evidence-based practice and link between risk assessment and risk reduction, 2) the implications of both actuarial and clinical assessment for line staff and management, and 3) the need to combine individual risk assessment and community risk assessment in the next generation of risk-driven community corrections strategies. We conclude by offering three simple recommendations designed to improve the effectiveness of the risk assessment process in federal, state, and local community corrections agencies.

Issue 1: Evidence-based Practice and the (Missing) Link Between Risk Assessment and Risk Reduction

When the term “best practices” is used, it typically refers to the results of an evidence-based
review of the research on a topic of interest (e.g. scared straight programs, prison and community-based treatment programs, etc.). Essentially, there are three different types of evidence-based reviews: 1) the “gold standard” evidence-based review focuses only on randomized, controlled experiments; 2) the “bronze standard” evidence-based review includes both experimental and well-designed quasi-experimental research, while using nonexperimental research studies to confirm findings from higher quality research; and 3) the unscientific (or nonsense) review, which does not identify specific study review criteria, relying instead on a selected subset of all studies available for review on the topic of interest. Not surprisingly, the last category of unscientific reviews is usually written by advocates of a particular program or strategy. In their most extreme form, the authors of the review simply allude to an evidence-based review or to “best practices,” with no supporting documentation. Unfortunately, much of what is currently available in the corrections field—both institutional and community corrections—falls into this last category.

Applying the “gold standard” for evidence-based reviews to the “risk assessment” process in community corrections mandates that at least two randomized field experiments must have been conducted in this area before we can offer an assessment of “what works” (see, for example, the reviews conducted for the Campbell/Cochrane collaboration at www.campbellcollaboration.org). Unfortunately, no experimental research has been conducted on this topic in community corrections, leading us to conclude that we don’t know whether there is a link between risk assessment (i.e., classification of an offender into high-risk, medium-risk and low-risk classification categories) and risk reduction (i.e., a lower rate of recidivism for offenders than anticipated, given their risk level) due to the types of supervision and services we make available to offenders at each level of risk.

Much of what we currently do in community corrections is based on assumptions about the risk-reduction effects of placing offenders into different supervision levels that have not been tested empirically, using randomized field experiments. What would happen, for example, if we placed high-risk offenders under “medium” or “low” supervision? Alternatively, what would be the impact of placing a low- or medium-risk offender under “maximum” supervision? Until we have the results of quality, experimental research to review, we will continue to make assumptions about “what works and “best practices” in terms of both risk assessment and risk reduction that are simply not supported by a careful, “gold-standard” evidence- based review.

**Issue 2: The Implications of Actuarial and Clinical Assessment for Line Staff and Management**

One argument that can be made concerning the use of clinical vs. actuarial risk assessment is that the line staff currently hired in community corrections do not have the background and qualifications necessary to conduct “clinical” assessments of offender risk, particularly for special category (e.g. mental health, substance abuse, sex offender) and multiple problem offenders. Assuming for the sake of argument that you want to introduce clinical assessments into your federal, state, and local community corrections agency, you have two choices: 1) recruit/hire line staff with the necessary qualifications to conduct clinical risk assessments (perhaps with minimal additional training); or 2) privatize the assessment process, using the network of current mental health treatment providers as your “target” potential provider. Indeed, it could be argued that by moving away from clinical and toward actuarially-based risk assessments, we are attempting to simplify classification/decision-making in an effort to reduce the need for higher-skilled line staff (i.e., the “dummying down” of community corrections). In this scenario, it is possible to envision a probation or parole agency where line staffs are responsible for case planning and supervision, but other functions (assessments, treatment, and services) are subcontracted to agencies in the private sector.

While improving staff quality and/or privatization are options to consider even if you are not using clinical assessments, the evidence available from major reviews of the available research certainly suggests that you will not improve the risk assessment system using clinical
assessments, because actuarial risk assessments consistently “outperform” clinical risk assessment procedures (see Harris, this issue; and Gottfredson and Moriarty, this issue). However, we should point out that the new generation of “actuarial” risk assessment instruments currently being used in community corrections agencies—including the popular LSI-R instrument discussed in several articles in this issue—actually requires both objective and subjective (or clinical) assessments by line staff. In fact, the distinction between actuarial and clinical assessment is becoming blurred, with consequences for line community corrections personnel (and management) that are important to consider. It is our contention that if we continue further in this direction, then changes in either staff quality or in the privatization of the assessment function may be needed.

According to a recent review by Brumbaugh and Steffey (2005), three of every four probation and parole agencies in this country employ “objective” risk/needs instruments to classify offenders, using either the shorter Wisconsin risk/needs assessment instrument or the longer, 54-item LSI-R mentioned earlier. Both instruments require line staff to make both objective assessments (such as prior convictions, current employment) and subjective assessments (such as extent of drug problems, attitude, mental health). Not surprisingly, the results of a number of inter-rater reliability studies reveal that line community corrections staff are much more consistent in their scoring of objective than subjective items (see, e.g. Austin, this issue; Byrne and Robinson, 1991; and Harris, this issue).

The use of a large number of items in a risk instrument is likely to exacerbate the inter-rater reliability problem. Austin (this issue) for example, pointed out that (in an inter-rater reliability study he conducted) of the 54 items included in the LSI-R (37 yes/no items and 17 likert scale items), only 16 items had an agreement rate of 80 percent or higher, with 38 other items scoring in the 60-70 percent range. Overall, Austin found that these scoring differences on individual risk items resulted in disagreement on the scoring of the offender’s risk level in 29 percent of the 120 cases reviewed by the two staff members included in the inter-rater reliability test.

We can only speculate about how such differences in the scoring of individual risk items would affect risk assessment (and the classification of offenders into high-, medium-, and low-risk categories) across an entire department. However, Austin’s research certainly suggests that new strategies need to be developed to improve the level of inter-rater reliability before the agency embarks on the time-consuming risk assessment construction/validation process. Our recommendation is to collect data on fewer items, focusing primarily on objective items that are relatively easy to code. Austin (this issue) found that he could improve both the reliability and validity of the LSI-R by focusing on a subset of only 8 of the 54 original LSI-R items.

According to Austin, “not only do these items have better predictive ability, but also they reduce the “high-risk” category” (this issue). Since most observers (see, e.g., Lowenkamp and Latessa, 2005) recommend providing the highest level of supervision and services to high-risk offenders, the cost effectiveness of a more precisely defined—and smaller—high-risk classification category should be obvious.

In addition to Austin’s research, the findings from other inter-rater reliability studies indicate that line staff characteristics (such as age, gender, race, location, experience) will likely affect the scoring of risk assessment instrument items in ways that are important to consider. For example, Byrne and Robinson (1992) identified gender bias as a potential problem affecting inter-rater reliability. In their study of inter-rater reliability among 130 probation officers, they distributed two different versions of a “case study”: in version A, the juvenile (Sandy) was described as female; in version B, the juvenile was described as male. There were no other differences between the two “case studies.” Significant differences in overall risk scoring were identified, with the female version of the case receiving higher scores than the male version of the same case, resulting in a greater proportion of the female cases being classified as high risk (40.4 percent) than their “male” counterparts (33.1 percent).

We suspect that in addition to variations in scoring and consistency due to offender characteristics (such as gender, race, class), there will be variation in scoring and consistency due to the characteristics of the line probation/parole officers completing the assessment (see, e.g. Byrne and Robinson, 1990). The findings from both the Austin study and Byrne and Robinson
study underscore the importance of conducting an inter-rater reliability study, not only to support initial risk instrument development, but also to examine the very real possibility that bias (related to both the characteristics of offenders and the characteristics of line staff) is having a detrimental effect on the risk assessment process.

One other area where clinical (subjective) judgment enters into the classification process is in the agency’s risk scoring “override” policy. While there will undoubtedly be circumstances where an offender will be either over-classified or under-classified by line staff members, and/or by management decisions to ignore risk altogether (such as offense exclusions for sex offenders), it is critical that the level, type, and circumstances of over-ride usage be monitored on an ongoing basis. A simple rule of thumb for this type of review is to apply a 10 percent rule: if more than 10 percent of the agency’s risk scoring decisions are being changed, then the agency has a problem in this area that needs to be resolved.

Finally, our discussion of the utilization of clinical and actuarial risk instruments in community corrections would be incomplete without mention of the “validation” problem. According to a recent study by Hubbard, Travis, and Latessa (2001), “only 30 percent of the agencies that use an assessment instrument reported that the instrument was validated for their local population” (as summarized by Brumbaugh and Steffey, 2005:59). Without the completion of the necessary validation research, there is no way of knowing whether the risk instrument being used by a particular agency results in an accurate classification of offenders into the low-, medium-, and high-risk categories used to allocate scarce probation and parole resources, both in terms of supervision and in terms of services.

While there certainly has been much discussion of the need to apply the “risk principle” (risk, needs, responsivity) to offenders supervised in the community corrections system (see, e.g. Andrews, et al., 1990, Latessa and Lowenkamp, 2005), it appears that the determination of “risk level” may be inaccurate for a significant number of these offenders. Recent attempts to improve the risk assessment process using actuarial instruments may have made matters worse, because of the inter-rater reliability problems associated with the more complex risk assessment instruments currently being used, such as the 54-item LSI-R. The implications of our brief review of the use of actuarial vs. clinical assessment are straightforward: in order to improve both reliability and validity, risk assessment instruments need to be designed using a small number of objective risk items and tested (for reliability and validity) on an ongoing basis.

We anticipate that the continued development of LSI-R type assessment instruments, along with the use of offender-specific assessment devices (for categories such as sex offender, mentally ill offender, substance abusing offender, multiple-problem offender) will require more qualified line staff and/or the use of private sector assessment centers. However, current line staffs in community corrections agencies are certainly qualified to classify the risk level of offenders using the simplified versions of the actuarial risk instruments advocated by Austin (this issue). The challenge for community corrections is to allocate resources to offenders placed in various risk classification levels in a manner that maximizes the system’s overall effectiveness. Getting the assessment “right” is the critical initial step, but it must be followed by improvements in treatment classification, and subsequent case planning strategies (see Taxman, this issue).

**Issue 3: The Need to Combine Individual and Community Risk Assessment**

A number of recent evidence-based reviews of the research in community corrections have identified statistically significant, but modest (10 percent) recidivism reduction effects associated with a variety of community treatment strategies (see Welsh and Farrington, 2006). We suspect that the recidivism reduction effects identified in these studies would be even more pronounced if individual-level assessments of risk were combined with community-level risk assessments (Byrne, 2006; Pattavina, Byrne, and Garcia, 2006), based on the premise that community-level risk assessment is a necessary “first step” in the community change process.
We offer this assessment based on two related factors: first, there is a large body of research supporting the notion that an individual’s risk of re-offending is affected—both positively and negatively—by the community in which he/she resides while under community supervision (Sampson and Bean, 2005; Sampson and Raudenbush, 2004; Pattavina, Byrne, and Garcia, 2006). Second, the treatment resources available to offenders will also likely vary by the “risk level” of the neighborhood, with higher-risk neighborhoods offering fewer (and lower quality) treatment options to offenders living in these areas (Jacobson, 2006). Accuracy of the individually-based risk classification system will likely improve with the inclusion of overall community risk level (high vs. low/medium risk, for example, based on offender density and/or the area’s crime rate), along with selected community “risk” characteristics (such as unemployment rate, proportion of residents living in poverty, size characteristics of first generation immigrant population). Similarly, the accuracy of the individually-based treatment classification system (linking offenders at different risk levels to appropriate treatment) would also be improved by an assessment of community risk level, because this classification decision could be based on an assessment of the likely impact of community culture (such as attitudes toward substance use, criminal thinking, etc.) on the attitudes and behavior of offenders residing in “highrisk” and low/medium-risk neighborhoods (Sampson and Bean, 2005).

Concluding comments

While there have been significant improvements in the individual offender assessment procedures used by community corrections agencies over the past two decades, our brief review suggests the following: 1) we need to conduct high quality experimental research on the effectiveness of both risk and treatment classification systems, using risk reduction as our primary outcome measure; 2) we need to consider simpler alternatives to both the general (e.g. LSI-R) and offender-specific (e.g. mentally ill, substance abuser, sex offender) risk assessment devices; and 3) we need to incorporate community-level risk factors into our current assessment system.
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From Theory To Practice: The Lifecycle Document For The Results-Based Management Framework For The Federal Probation And Pretrial Services System

[The federal probation and pretrial services system is making steady progress towards a comprehensive outcome-measurement system that will allow the federal judiciary’s policymaking body, the Judicial Conference of the United States, and chief probation and pretrial services officers and system managers to make decisions based on ongoing empirical analysis of reliable and pertinent data. We expect to have much of the data collection infrastructure in place in fiscal year 2007 and all of it in place in fiscal year 2008. We will then be able to identify various recidivism-reduction strategies used by different districts and will be able to track large cohorts of offenders to determine what strategies appeared to make a difference under what circumstances for what types of offenders.

Pending completion of their own internal outcome-based system, federal probation and pretrial services officers are eagerly adopting research-supported recidivism-reduction strategies identified in the growing body of research into state and local programs known as Evidence-based Practices. When the federal outcome-based system is fully implemented, it will be possible to determine whether those evidence-based practices made a significant difference in measurable outcomes and, if so, whether they should be implemented in other districts.

What follows is a report prepared by Caliber, An ICF Consulting Company under contract with the Administrative Office of the United States Courts. This report provides some useful background and describes precisely how we have built and will continue to build our outcome-based system. Much of the body of the report is reproduced below, except for most of the attachments and section 6, which details nuts-and-bolts implementation.]

1. Project Background

The federal probation and pretrial services system is developing a results-based management framework that will, in the future, allow it to better assess performance—and make programming and resourcing decisions—based on what it accomplishes rather than solely on what it does. The flow chart below shows the steps involved in developing the framework, and highlights where we are in the process.

This focus on results, and the work done to date to define the system’s mission, goals and desired outcomes, stem from a number of complementary influences and projects.

1. In 1999, the Administrative Office entered into a contract with a team of independent consultants, led by IBM, to conduct a strategic assessment of the federal probation and pretrial services system. The overarching recommendation from that assessment—presented first to the Administrative Office in 2003—was that the federal probation and pretrial services system become a results-driven organization with a comprehensive
2. In 2000, the AO Director appointed an Ad Hoc Supervision Work Group comprised of supervisors, deputies and chiefs from seven districts and a representative of the Federal Judicial Center to update the supervision policy monographs. As part of its work, the group reviewed relevant statutes and mission statements to identify the desired outcomes and goals to be served by the pretrial services and post-conviction supervision functions. These outcomes and goals were incorporated into revised supervision policy documents approved by the Judicial Conference of the United States in 2003.

3. Strategic planning sessions were conducted at the 2000 and 2002 Federal Judicial Center’s National Chiefs Conferences. The 2000 conference produced a “Desired Futures” roadmap the first element of which was: “Desired Outcomes are clear, measured and results are communicated.” The 2002 conference resulted in a “Charter for Excellence” that sets forth broad system goals and values (see Attachment 1).

4. In September 2003, one of the IBM strategic assessment consultants facilitated a strategic planning session at a meeting of the Chiefs Advisory Group to translate the broad “Charter for Excellence” statements into more specific “Operational Goals.”

The operational goals developed by the Chiefs Advisory Group were combined with the desired outcomes set forth in the revised supervision monographs to form the basic structure of the results-based management framework (see Attachment 2). This concluded the initial goal-setting stage of the framework development process. [3]

The current stage of the process is technical: The development of operational definitions and associated measures for each “desired outcome;” and of statistical approaches to analyze the information that will assure “apples-to-apples” comparisons and allow benchmarking with other programs. To assist in this phase:

- In March 2004, the AO director appointed an Ad Hoc Expert Panel on Outcome Measurement Methodology. This panel is comprised of the directors of research for the Federal Bureau of Prisons, the Federal Judicial Center and the District of Columbia’s Court Services and Offender Supervision Agency; and academics and Administrative Office staff with extensive backgrounds in criminal justice/substance abuse research and government performance measurement systems. The panel met twice in 2004 and produced recommendations for measuring the concepts of recidivism and substance abuse (see Attachment 3).

- In April 2005, the AO entered into a contract with Caliber Associates to provide additional support in developing, coordinating and presenting recommendations for the technical aspects of the results-based framework.

This final product from the technical phase includes recommendations, to be circulated to system staff and stakeholders for broad system comment, that span the lifecycle of the results-based management framework. The report addresses:

- How to measure a variety of outcomes—including offender compliance, positive change, and crime reduction;
- What data are needed to construct the recommended measures;
- What analytical methodologies can be used to assess how these results are affected by supervision interventions as well as a variety of case, offender and community factors?
- What tasks are necessary to fully implement the framework; and
- How to institutionalize the framework within the federal probation and pretrial services system?

The recommendations represent “state of the art” measurement and analytical approaches that are being used by other performance-based systems, program evaluations and/or academic research in
criminal justice and related areas such as substance abuse.

2. Post-conviction Supervision Logic Model

Building on the results of the goal-setting stage of this project, the next step was to develop a logic model that depicts the underlying assumptions about how “what the system does” affects what it is trying to accomplish; and what other factors—e.g., characteristics of the offenders to be supervised, the requirements and restrictions of their sentences, and the system resources devoted to carrying out the supervision mission—are expected to influence this relationship. The logic model for post-conviction supervision is used throughout this document to illustrate the technical concepts that are incorporated into the framework design.

This logic model has been refined twice since its development following the goal setting stage based on input from the Expert Panel and Caliber Associates. It will continue to be a work in progress that evolves to incorporate feedback from system staff and stakeholders, and results from empirical testing of the posited relationships. A similar logic model was developed for pretrial services; which will be incorporated into the framework and follow a similar evolution process.

2.1 Components of the Logic Model

The post-conviction supervision logic model has six components: inputs, process (activities), process outcomes, intermediate outcomes, ultimate outcomes, and mission. Each component is described below.

Inputs

Inputs are characteristics of the offender population and the working environment that are hypothesized to affect expected outcomes regardless of system interventions. For example, prior research indicates that offenders with a lengthy prior record are more likely to become re-involved in criminal activity than those with no or a minimal prior record. This leads to a working assumption that, regardless of supervision interventions, districts that have a high percentage of first offenders will have a lower recidivism rate than those with a low percentage of first offenders.

Inputs are used in the analytical model as “control” variables to account for the effects of factors that explain differences in outcomes across offices, districts and time that are not related to system interventions. They may also be used as stratification categories to display outcomes based on key groupings, e.g., by type of supervision (probation/parole/supervised release) in reports.

The current model includes as inputs those factors identified in the research and program evaluation literature as related to criminal justice goals. These include:

- Offender characteristics (e.g., prior record, employment; family/community connections, demographics);
- Characteristics of the instant offense (e.g., class and category);
- Sentence parameters (e.g., length of prison and supervision terms imposed and served, conditions imposed);
- Office/community characteristics (e.g., location, size, socio-economic indicators);
- Officer characteristics (e.g., experience, demographics, education);
- Supervision resources (e.g., supervision staffing, contract budgets, technological support).

The inputs categories will be further defined and the categories and their specific elements assessed for adequacy by system staff and stakeholders as part of the framework implementation. These inputs will also be applied, as appropriate, to the pretrial services model.

Process (Activities)
Process refers to activities undertaken by the system—practices, programs and interventions—that implement the supervision function. As an example: An officer conducts an initial assessment investigation, identifies lack of stable employment as a risk, and refers the offender for job counseling or to a job referral agency. In the analytical model, the process variables define “what we do” for purposes of assessing the basic relationship of how “what we do,” relates to what we are trying to accomplish.

The current logic model includes only the most general process categories, e.g., investigation, assessment, monitoring, referral, and assistance. Detailed input on the specific processes that should be included in the model will be sought from system staff and stakeholders—the experts in identifying and defining salient system activities—as part of the initial next step in implementing the framework.

Process Outcomes

Process outcomes describe offender actions that occur as a result of system activities. For example, in response to an employment referral, the offender registers with an employment service or completes “x” hours of employment counseling.

Process outcomes enter the analytical model as both an outcome of the service delivery process and as an input (control) for assessing interim and ultimate outcomes. For example, “number of hours of employment counseling” is a measure of how successful an officer’s employment referrals are in engaging offenders in employment services. This measure is also a “control” when addressing the extent to which an interim outcome, such as improved employment, might be attributed to the supervision intervention.

The model includes only broad categories of compliance with each of the four major types of conditions: Restrictions, correctional programming, service, and financial. These will be expanded as a result of comments received from system staff and stakeholders.

Intermediate Outcomes

Intermediate outcomes are changes in offender behavior that are themselves desirable and believed also to be precursors of the ultimate outcomes. Specifically, the intermediate outcomes in the model are defined as a desirable change in a circumstance that has an empirically proven relationship to successful supervision and that is within an officer’s authority and sphere of influence.

Three intermediate outcomes are included in the current model: Reductions in substance abuse, improvements in employment, and improvements in other life skills. Each of these changes is believed to relate to the likelihood of criminality during the period of supervision and beyond. Each is also expected to relate to certain “sentence execution” outcomes (e.g., improved employment, enhanced earning capacity, more money to pay restitution).

The list of intermediate outcomes currently in the model does not include all of the operational goals that emerged from the Chiefs Advisory Group’s strategic planning session in 2003. This results from the limitations that were subsequently attached to the definition of intermediate outcomes. For example, “Improvements in Mental Health” is not listed as an intermediate outcome because there is no empirical association between general mental health problems and criminality. This does not mean that mental health issues will not be considered, but rather that their relationship to ultimate outcomes will be considered in terms of offender and sentence characteristics (e.g., mental health needs and conditions as inputs), referrals for mental health counseling (process), and the offender’s participation in that programming (process outcomes).

Ultimate Outcomes and Mission

The ultimate outcomes are set forth in The Supervision of Federal Offenders, Monograph 109, which establishes Judicial Conference policies related to post-conviction supervision. These outcomes are: To execute the sentence and to protect the community during the period of
supervision and beyond.

These outcomes stem directly from the system mission endorsed by the Judicial Conference in September 1993—To protect the public and to assist in the fair administration of justice—supplemented by the statutory provisions that establish the duties of probation officers and the purposes that community sentences are to serve.

Two of the ultimate outcomes—minimizing criminal activity during the period of supervision and beyond—relate to the system mission to protect the public. The other ultimate outcomes measure the impact of compliance with release conditions (e.g., restoration of victims). These serve as direct measures of sentence execution and surrogates for the mission to assist in the fair administration of justice—with no expectation that they will affect the system’s public protection mission. Examples from the literature of more precise operational measures for process outcomes, intermediate outcomes, and ultimate outcomes are provided in Section 3 and further delineated in Attachment 5: Key Element Definitions and Attachment 6: Data Matrix.

2.2 Relationships among Components

The arrows in the logic model indicate the specific expected relationships between components that the analytical model will be designed to test. As described in Section 4, statistical techniques will be applied to test the relationships depicted.

The analysis will test a complete thread of the model, starting from left to right. Basic and advanced techniques will be used to test both direct and indirect and unidirectional and bidirectional relationships, while controlling for inputs that are primarily static and outside the control of the officer. The results will move the system beyond a description of the offender population and individual outcomes to a more complex assessment of the “theory of change” and the interconnectedness of process and outcomes for post-conviction supervision. Similar relationships will be tested for pretrial services.

3. Operationalizing Post-conviction Supervision Outcomes

This section further defines the process, intermediate, and ultimate outcomes in measurable terms. In order to empirically test the hypothesized relationships between post-conviction processes (activities) and outcomes of the offender population, it is necessary to first identify appropriate measures for each outcome. A data matrix was developed based on a review of current evaluation research. The matrix organizes each outcome into the following categories:

- **Type**—The concept of interest.
- **Definition**—A brief description of each concept. The descriptions are important to ensure standardization in how data are defined across districts.
- **How Operationalized**—How the concept will be measured.
- **Data Element**—The specific piece of data to be captured so that certain tests can be performed to help answer questions of interest. Data may be reported in days, weeks, dollars, cents, or by selecting “yes” or “no” options or other response categories.
- **Level of Measurement**—The level at which the data will be measured (nominal, interval, ratio, ordinal). This is important for determining the type of analysis that can be performed using each measure.
- **Data Source**—Where the identified data may be obtained. In some cases, the data may not currently be collected and therefore, the data source will need to be determined by system staff and stakeholders.

3.1 Process Outcomes
A process outcome represents the immediate outcome for the offender as a result of system activities. The four process outcomes are: compliance with restrictive conditions, participation in correctional programming, compliance with service conditions and compliance with financial conditions. Examples of the types of data that could be collected for each outcome are described below.

- **Comply with restrictive conditions** (e.g., home confinement conditions, halfway house placement, employment conditions, prohibition of contact with victim/minor/associates, remote location monitoring, and nighttime/weekend jail requirements). The process outcome measures for all conditions will include: a dichotomous measure of compliance (complied or did not comply) and number of noncompliant events involving condition. An additional measure for any condition with an associated time component will be calculated based on days imposed vs. days completed. The process outcomes will be calculated separately for each restrictive condition and for the restrictive category as a whole.

- **Participate in correctional programming**—Measures of this process outcome will include: number of days from start to end of program (duration); number of hours of service (per week and total); number of sessions attended vs. sessions scheduled; end-of-treatment provider assessment of quality of participation (5-point scale); and completion status (successful/unsuccessful completion). The results will be presented by type of program (substance abuse, education/employment/job training, mental health treatment, sex offender, life skills, basics), funding source (no cost, contracted, other government program, or self-insured), and modality of treatment (inpatient, individual, group, family-individual, or family-group).

- **Comply with service conditions**—Service conditions consist of a requirement for the offender to complete hours of non-paid community service. Compliance with service conditions will be determined by number of community service hours completed vs. the number of hours imposed. A dichotomous compliance status measure (complied or did not comply) can then be calculated based on whether the offender successfully completed the imposed hours of non-paid community service.

- **Comply with financial conditions**—(e.g., fine, restitution, special assessment, no new debt/credit, cooperate with IRS; child support enforcement) Measures for all conditions will include: a dichotomous measure of compliance (complied or did not comply) and number of noncompliant events involving condition. An additional measure for any financial condition with an associated amount will be: amount expected by payment schedule vs. amount paid. The process outcomes will be calculated separately for each financial condition and for the financial category as a whole.

The process outcomes data described above will be used in the analysis described in Section 4 as both dependent variables (predicted outcome of system activities) and independent variables (predictors of intermediate outcomes).

### 3.2 Intermediate Outcomes

An intermediate outcome represents the expected immediate result of the process outcomes. Examples of the data to be collected for the three intermediate outcomes depicted in the post-conviction supervision logic model—reduce substance abuse, improve employment, and improve other life skills—are described in greater detail below.

- **Reduce substance abuse**—Measures of substance use during the period of supervision will include drug test results, self-admissions, and substance-related re-arrests. These measures will be used to create a dichotomous measure of substance use (used or did not use). The outcomes will be presented by time of event (before treatment, during treatment and after treatment) and type of substance. The analysis will assess “change” by comparing substance use during supervision with the offender’s status at the start of supervision based on such factors as: prior diagnosis of addiction/abuse (Y/N); evidence
of use at time of instant offense based on admission, positive pretrial/presentence drug
test, offense involving drug/alcohol use? (Y/N); drug(s) of choice; and number of prior
treatment experiences.

- Improve employment—Measures of employment may include: change in employment
status (unemployed, unemployed but seeking employment, part-time employment, full-
time employment), length of employment (calculated as the percent of time offender was
employed during period of supervision), and amount of wages.

- Improve other life skills—There is still a question as to the type of life skills that should
be identified as outcomes in the logic model. Specifically, which life skills meet the
intermediate outcome criteria: “A desirable change in a circumstance that has an
empirically proven relationship to successful supervision and that is within an officer’s
authority and sphere of influence.” Potential straightforward areas are level of educational
and new vocational/advocational skills. Can or should the area be expanded to encompass
such topics as family stability and community stability without overstepping appropriate
bounds on officer authority?

As with process outcomes, the above intermediate outcomes will be tested as dependent variables
(the result of participation in correctional programming) and independent variables (predictors of
future criminal activity and victim restoration). As shown in the logic model, the relationship (as
either independent or dependent variables) between intermediate outcomes also will be tested.
Additionally, the intermediate outcomes will be tested as mediating variables between process
outcomes (participation in correctional programming) and ultimate outcomes (minimized criminal
activity).

### 3.3 Ultimate Outcomes

An ultimate outcome is the long-term result of the system activities for the offender. The
ultimate outcomes also reflect achievement of the mission of the federal probation and pretrial
services system. The five ultimate outcomes that best reflect the mission include: minimize
criminal activity during the period of supervision, minimize criminal activity beyond the period
of supervision, maximize victim restoration, defray costs to the government, and maximize
compliance with release conditions. The analysis of data on these ultimate outcomes will help
system staff and stakeholders better assess if the missions of protecting the public and assisting
in the fair administration of justice are being achieved. Each ultimate outcome is discussed
below.

- Minimize criminal activity during the period of supervision—The primary measure of
criminal activity during the period of supervision is whether an offender was arrested for
a new offense. Technical violations are not counted as a new offense. The analysis will
also examine the time to arrest (length of time before the arrest for a new offense). The
results will be presented overall and by offense type (e.g., violent, property, drug, public
order, weapon, immigration) and offense level (felony, misdemeanor, petty).

- Minimize criminal activity beyond the period of supervision—Similar measures for
criminal activity beyond the period of supervision will be reported as described above.

- Maximize community restoration—Community restoration will be measured as the amount
of payments made to victim special assessments and, where required, the Victims’ Crime
Fund. In addition, community restoration will be measured by the amount of fines paid,
etc.

- Maximize compliance with release conditions—Compliance with release conditions will
include: a dichotomous measure of any noncompliance (Y/N), number of instances of
noncompliance, time to first noncompliance (months), and time free of noncompliance at
inactivation/termination of supervision (months).
Ultimate outcome data enable system staff and stakeholders to test whether the system activities (processes) are leading to the long-term outcomes that the federal probation and pretrial services system is tasked with achieving. Furthermore, these data will allow system staff and stakeholders to assess how well they are doing at meeting their mission to protect the public and fairly administer justice.

4. Data Analysis Plan

The data analysis plan describes a recommended approach to testing the relationships depicted in the logic model. That is, the plan presents the statistical techniques, progressing sequentially from simpler to more sophisticated levels of analysis, that will provide system staff and stakeholders with both a description of the offender population and outcomes and a more complex assessment of the hypothesized “theory of change” and interconnectedness of process and outcomes (e.g., direct, indirect, unidirectional and bidirectional relationships) depicted in the post-conviction supervision logic model. Specifically, the plan describes basic and advanced statistical techniques that can be applied to test these relationships, while controlling for inputs that are primarily static and outside the control of the probation officer. The analysis plan is organized into three stages: data quality, data reduction, and data analysis. Each is presented below.

4.1 Data Quality

Before any data analysis is conducted, all data will need to undergo standard checks for quality to make sure there are no data entry or transmission errors. Checking for data quality is typically a two-step process that involves detection and then correction of errors in a data set. Cleaning and preparing data is an often neglected but extremely important step in the analysis process. The saying “garbage-in-garbage-out” is particularly applicable where large data sets collected via some automatic methods (e.g., via National PACTS Reporting, National Crime Information Center (NCIC), etc.) serve as the primary input into the analysis. The most common sources of error include data entry errors, such as typing errors, column shift (data for one column being entered under the adjacent column), which often results in invalid responses, general coding errors, which may occur during data collection or entry and may be difficult to detect unless you look for outliers or unusual relationships between variables, and not recoding missing data, which can result in inflated mean scores and the like. The first step to ensuring quality data begins with ensuring clear understanding and procedures for collecting and entering data and systematic review before data are submitted or made available for extraction. Once data are submitted, the next step in the data quality assurance process is to detect and clean the data for errors.

Error Detection

There are three common procedures for detecting data errors that should be followed. These include:

- Review descriptive statistics. Using software, such as SPSS, the following review of descriptive statistics can identify data errors:
  - Look at minimum and maximum values to determine if data fall outside the acceptable range.
  - Look for presence of 0’s and 999’s (or 9999, etc.) shown in frequency tables, graphs or histograms to indicate missing values.
  - Look at means, medians, and standard deviations. For example, if the median differs much from the mean value, it is important to investigate the overall distribution of values for outliers.
  - Assess frequencies. By examining frequencies, it is possible to detect unequal distribution in categories such as age, sex, and race that are outside what would normally be expected for a particular population.

- Conduct logic checks. Errors in data can be detected simply by determining whether the
responses seem logical. For example, you would expect to see 100% of responses, not 110%.

- Examine bivariate outliers. Some data errors only appear when two variables are compared. To detect such error, it is important to look for outliers, or values of a variable that are far different from the expected values. These errors can be detected by examining bivariate associations and scatter-plot graphs to check for deviations in expected associations between variables.

Once the data errors are detected, there are several techniques that should be followed for correcting the errors. These are described below.

**Error Correction**

Once errors are detected, it is important to know how to handle them appropriately so the data can be analyzed without losing their integrity or robustness. There are slightly different ways to deal with error in independent (or predictor and control) variables and dependent (outcome) variables.

**Independent Variables**

When there are a minimal number of errors, the values are generally recoded to “missing.” What this means is that the suspicious values are counted as missing data since they are not within an acceptable range. If there are many error values, then it is important to check to see if some of the values of the outcomes are the same for missing and nonmissing values for the independent variables. If so, then there is less chance of bias in the analysis. If not, then it is possible that the data is not good and that the variable should be discarded or used with caution. Various imputation-based procedures to fill in missing values (series mean, mean or median of nearby points, linear interpolation, linear trend at point) will need to be considered. Other more complex imputation-based procedures (regression imputation, non-ignorable missing-data models, Heckman’s two-step statistical process) may also need to be used.

**Dependent variables**

If there are few data errors, values can be set to “missing” using one of the imputation-based procedures determined to be most appropriate. However, it is important to use caution when setting many values to “missing,” especially if multiple variable analysis will be conducted. It may be necessary to set the error values for the outcome or independent variable to the data set mean or the group mean (maybe by age, type of offender, etc.). This should result in a histogram with a more normal distribution of values. Once quality of the data has been checked and the necessary steps taken to correct for problems or errors, data analysis can proceed from basic to more advanced techniques described below.

### 4.2 Data Reduction

Data reduction is a process often applied where the goal is to aggregate or amalgamate information contained in large data sets into more manageable and reliable information. Data reduction techniques can include simple tabulations, aggregations, or more sophisticated techniques, such as clustering, principal components analysis, and path analysis. Each of these recommended data reduction methods is described below.

**Aggregation**

Aggregating or transformations of data are techniques often used to reduce or optimize your data. Data can be aggregated, for example, by subgroups to move from individual case records for thousands of individual offenders to mean scores for subgroups of offender populations based on certain criteria (e.g., criminal history, district, gender, etc.). Additionally data can be transformed by creating dichotomous variables (presence/absence of new offense) from continuous variables (number of new offenses) or composite scores or constructs from multiple measures (risk
assessment score. When transforming data, especially creating composite measures or constructs, it is important to use other techniques, such as those described below, to determine which variables should be combined to create a new variable.

**Cluster Analysis**

Cluster analysis is a multivariate analysis technique that seeks to organize information about variables so that relatively homogeneous or similar groups, or “clusters,” can be formed. To use this technique, it is important that the clusters formed be highly internally homogenous (members are similar to one another) and highly externally heterogeneous (members are not like members of other clusters). Cluster analysis can be used to combine “similarity” measures as well as measures that are proxies or associations. However, it is first necessary to standardize your data since clustering often involves combining items measured on different scales.

**Principal Component Analysis**

Principal component analysis is used to reduce the number of variables or factors for inclusion in your analysis. Specifically, this method of analysis is used to combine two or more correlated variables into a single factor. Principal component analysis helps reduce redundancy in your measures by identifying and combining those that are highly correlated into a new variable, while minimizing the variance around the new variable.

**Path Analysis**

Once you have arrived at a set of measures that represent the variables of interest (inputs, processes, process outcomes, intermediate outcomes, and ultimate outcomes), it is necessary to determine whether the relationships or paths among those variables presented in the post-conviction supervision logic model can be supported by the data. That is, do the data fit the model? Path analysis calculates a path coefficient, which shows the direct effect of an independent variable on a dependent variable in the path model. This information is then used to calculate a goodness-of-fit statistic. The statistic determines how well the data fit the model, or stated another way, the statistics help identify the best fitting models for the data. For example, based on the analysis, it may be determined that certain predicted or hypothesized relationships shown in the logic model are not supported by the data. Or, the analysis may uncover other relationships (direct or indirect) that are not currently represented in the model. It is important to test these relationships using path analysis or other more sophisticated techniques, such as structural equation modeling (a variation of path analysis involving multiple indicators of variables in the model), to ensure the “big picture” is accurate before attempting to further describe your data and examining more minute relationships among variables (see basic and advanced analysis sections below). Based on the results, it may be necessary to modify the model (add and/or remove arrows depicting relationships, add/or remove variables, etc.).

### 4.3 Data Analysis

The data analysis stage is presented in two parts: basic analysis and advanced analysis. Each is presented below. To help illustrate the rationale behind each recommended analytic technique, examples drawn from the substance abuse “thread” of the logic model shown below are discussed.

### Basic Analysis

Once the steps necessary to reduce or optimize the available data have been completed, the first or basic level of analysis to be conducted of the input, process, and outcome data will use descriptive statistics. Descriptive statistics should be used to:
• Describe the basic features of the data
• Provide simple quantitative summaries about the measures
• Provide the basis for subsequent data analysis.

In general, descriptive statistics will describe “what is,” or what the data show with respect to a given variable.

**Univariate Analysis**

Univariate analysis of the data is used to examine across cases or groupings (e.g., offender cohorts, offender type, districts, etc.) one variable (or outcome) at a time. The major characteristics or descriptive statistics to be examined for each variable include:

- Distribution (frequency distribution, percentages)
- Central tendency (mean, median, mode)
- Dispersion (e.g., range, variance, standard deviation).

These descriptive statistics will provide system staff and stakeholders with basic information about the offender population as a whole.

Testing the “thread” of the logic model shown above, the following sample questions can be answered using univariate analysis:

- What are the demographics (e.g., distribution by race, age, gender, risk level, seriousness of previous criminal offense(s)) of the offender population entering supervision with an identified substance abuse problem?
- What percentage of offenders with an identified substance abuse problem participate in substance abuse treatment? What is the average dosage of substance abuse treatment received across this offender population? What is the most common modality of treatment provided?
- What percentage of this offender population abstains from using illegal or other restricted substances during the period of supervision?
- For those offenders with a history of substance abuse who are identified as using substances during supervision, what are the most common drugs of choice identified?
- What percentage of this offender population commits a new offense during supervision? Following release from supervision?
- What is the average length of time to a new offense for this population?

Additionally, by plotting the data using scatter-plots, histograms, bar graphs, or other options, it will be possible to identify potential differences or variation in outcome responses for subgroups of the offender population for further analysis. For example, are there visible differences in the distribution of offenders with a history of substance abuse with a new arrest while under supervision? Are there differences in the distribution of this offender population by reasons for ending supervision (e.g., successfully completed on time, early release, revocation, absconded)? Is there wide variation in the amount of treatment hours provided for this population of offenders?

**Bivariate Analysis**

The next step in the analysis is to begin testing the significance of the covariates (inputs, process (activities), process outcomes) on the intermediate (e.g., substance use, employment, life skills) and ultimate outcomes (criminal activity, victim restoration, compliance with release conditions) using bivariate analysis techniques, such as correlations, cross tabulations with chi-square statistics, t-tests, and analysis of variance. These techniques are recommended because they are
relatively easy to conduct and provide straightforward interpretations. The bivariate analysis will provide preliminary indication of the relationship between independent and dependent variables to be further tested with the inclusion of control variables (e.g., offender characteristics, offense characteristics, sentence characteristics, etc.) with more advanced analysis.

For example, analysis of variance (ANOVA) is used to test differences between two or more means. ANOVA helps to determine which variables have a significant influence on an outcome, and/or how much of the variability in the outcome or dependent variable is attributable to each factor. The two types of ANOVAs that can be used to test such differences include:

1. **One-Way ANOVA.** A one-way analysis of variance is used when the data are divided into groups according to only one factor (e.g., level of risk, type of correctional programming, compliance status). The questions of interest are usually: Is there a significant difference between the groups? and if so, which groups are significantly different from which others? Statistical tests are provided to compare group means, group medians, and group standard deviations.

   - **Multifactor ANOVA (MANOVA).** When more than one independent or control variable is present and the factors are crossed (e.g., instant offense by prior record), a multifactor ANOVA is appropriate. Both main effects and interactions between the factors may be estimated.

Using the substance abuse example, a one-way ANOVA might be conducted to test differences in mean number of substance abuse relapses between those offenders with a history of substance abuse who participate in individual substance abuse treatment and those who participate in other modalities of treatment (group, family, and other). A detailed example and interpretation of the results from an ANOVA are presented in Attachment 7.

Another useful bivariate analysis to be considered is the negative binomial regression model. This technique can be used to test whether different subgroups of offenders commit more frequent acts of noncompliance with conditions of supervision, relapse, and/or new offenses or other outcomes than other subgroups. Negative binomial regression models were developed specifically for the kind of distribution of failures that are likely to be observed with these offender data (i.e., a large portion of the offenders will not fail at all during the time observed, some will fail once, fewer will fail twice, and a handful will fail more often). This type of skewed distribution (if present) would violate the normality assumptions of ANOVA.

**Advanced Analysis**

Based on the results of the univariate and bivariate analysis, more advanced statistical techniques (logistic regression, survival or Cox regression) are recommended to test the relationship between process outcomes, intermediate outcomes, and ultimate outcomes after controlling for inputs (e.g., characteristics, sentence, and resources) and process (system activities). The recommended advanced statistical techniques are described below.

**Logistic Regression**

Logistic regression allows one to predict a discrete outcome, such as group membership, from a set of variables that may be measured at any level (interval, ratio, ordinal, or nominal) or a mix of levels. Generally, the dependent or outcome variable is dichotomous, such as presence/absence or compliance/noncompliance. Logistic regression calculates the probability of success over the probability of failure, presenting the results in the form of an odds ratio. For example, logistic regression can tell us the probability that an offender will reoffend after controlling for various input or process factors. Logistic regression also provides knowledge of the relationships and strengths among the variables.

For example, it is possible to use logistic regression to test the relationship depicted in the logic model between reduced substance abuse and minimized criminal activity beyond the period of supervision. The independent variable would represent a measure of substance abuse during supervision. This could include a dichotomous variable representing presence or absence of
relapse created from existing measures of substance abuse or a continuous variable representing the number of relapses during supervision. The dependent variable would represent criminal activity following supervision. For logistic regression, this would be represented by a dichotomous variable, such as presence or absence of a new offense, substance abuse-related or other type of crime, or other dichotomous measures of ultimate outcomes presented in the logic model. Additionally, it is important to include measures of inputs as control variables into the regression equation, such as characteristics of the offender, offense, and sentence. For ease of interpretation and to best understand the variance accounted for by the control variables, it is recommended that the inputs or controls be entered first in the equation as a block or set of control variables.

Unlike linear regression, the interpretation of the coefficient for logistic regression (Exp(B)) is more straightforward, representing the likelihood of an event occurring. Using the substance abuse example, the results of logistic regression can tell you how much more likely an offender who relapses during treatment is of committing a new (non-substance abuse-related) offense during and beyond supervision than an offender who does not relapse during treatment. With logistic regression, it is also possible to control for a block or set of variables (inputs, process, etc.) in the analysis.

Survival Modeling

Survival modeling is recommended when you want to examine the relationship among independent variables or covariates and the time to events of interest, for example, time to employment, time to relapse, time to recidivism, time to completion of paying restitution, etc. Static models alone are insufficient in this situation because they assume that a rearrest or other outcome is the same regardless of whether it occurred on the first or last day of the period of interest. The timing of these events, however, is a particularly important distinction when considering the public policy and safety implications of supervision. Survival modeling or analysis is an effective statistical technique to use when you want to examine the impact of time-varying covariates on these events. It is a particularly useful technique when comparing groups with varying follow-up periods. Survival analysis handles time at risk by subdividing the follow-up period into smaller observation points. At each of these points, the proportion of the sample that is at-risk for reoffending, for example, is used to estimate the probability of surviving beyond that point. This method ensures that only the characteristics of the population still at risk are used to estimate the time until failure, thereby providing a more accurate prediction of failure. Additionally, survival functions use maximum likelihood techniques that can differentiate between censored and uncensored cases. That is, survival modeling accounts for those cases who survive throughout the follow-up period.

An example of the results of a hypothetical comparison (based on “dummy” data) of the risk of recidivism among offenders with a history of substance abuse who participated in individual treatment compared to offenders who participated in group treatment, after controlling for race, age, and risk assessment is shown in Attachment 7. Like logistic regression, the results of survival modeling are interpreted as the likelihood of an event occurring.

Linear and Multiple Regression

While logistic regression and survival modeling are valuable statistical techniques to use when the outcome or dependent variable of interest is a dichotomous variable, other regressions should be used when the outcome of interest is a continuous variable. For example, if you want to determine whether there is a relationship between offenders who demonstrate a reduction in substance abuse during supervision and the amount of restitution an offender is able to pay, linear regression should be used. If you want to examine the relationship of more than one variable, for example substance abuse, employment, and life skills, on an outcome (amount of restitution paid or number of new offenses), you should use multiple regression. These are all statistical techniques that will enable system staff and stakeholders to further explore threads of the post-conviction supervision logic model and identify predictors of success.
Trend Analysis

Trend analysis can be used to examine changes in outcomes over time for a given population, as well as to compare trends in outcomes across subgroups. Trend analysis is often depicted by a graph. This graph depicts hypothetical trends in the behavior of offenders entering post-conviction supervision with an identified substance abuse problem, specifically compliance with restrictive and financial conditions (represents percentage in compliance) over a 12-month period. The graph shows that a greater percentage of offenders were in compliance with restrictive compared to financial conditions during the 12-month period. However, both represent a gradual increase in the percentage of offenders in compliance from January to December. To predict future values for a variable, for example compliance with restrictive conditions beyond December, time series analysis is required.

Analysis Assumptions

It is important to recognize that there are two key assumptions underlying the above analysis plan. The first assumption is that all independent and control variables are treated as exogenous variables. That is, a variable whose variability is assumed to be determined by causes outside the model under consideration. No attempt is made to explain the variability of an exogenous variable or its relations with other exogenous variables. Stated another way, none of the independent or control variables are said to affect (or to be affected by) any of the other variables. It is, however, recognized that these variables may be correlated with one another. The second assumption is that the logic model (multistage model) or segments of the model (single-stage model) being tested are well specified. Under this assumption, for regression analysis, it is possible to interpret the regression coefficient as the expected change in the dependent variable associated with a unit change in the variable in question, while partialing out the influence of the other variables (independent and/or control).

As the logic model and hypothesized relationships are further developed and tested, and data collection refined, additional analysis (e.g., differences of proportions, interrupted time series) will be considered for future assessments.

5. Reporting

The results-based management framework will generate an informative annual research report that effectively shows and explains changes in outcomes over time and reasons or predictors of those changes. While the specific layout of the information in the report will be driven by the type of analysis and research questions to be addressed, a general template for the report is presented in Attachment 8 [omitted here]. Each section of the report is described in detail below.

I. Overview. This section will contain a standard description of the results-based management framework, including the overall purpose and a description of the logic model for post-conviction supervision underlying the framework.

II. Description of methodology. This section will contain a detailed description of the methodology behind the framework. In particular, it will include the research questions to be addressed, data sources and measures examined, selection criteria and resulting sample, and limitations to sample (e.g., limitations to generalizability of results to entire offender population).

III. Data quality and reduction process and results. This section will include a description of the data quality process (see Subsection 4.1) and the results of the analysis, including percentages for missing data, data errors, and other exclusionary factors that result in a reduction of the data set; description of data reduction methods (see Subsection 4.2) and results; and a discussion of any implications or limitations to the analysis as a result of the data quality assessment and data reduction process.

IV. Model fit. Because of the importance of the logic model to the integrity of the results, it is important to present the model fit results (test of the model as a whole) separate from the results for specific relationships depicted in the model. This section will include a description of the
analysis conducted (e.g., principal component, path analysis, structural equation modeling), results (goodness of fit statistics), and an interpretation of the results. The interpretation is important for guiding the subsequent analysis and results. For the initial annual assessment, a complete test of the model may not be possible due to unavailable data.

V. Post-conviction supervision results. This section is critical to understanding what aspects of post-conviction supervision are producing desired outcomes and which areas need modifications or improvements. This section will be divided into two parts: demographics and outcomes. The demographics subsection should begin with the results of the univariate or descriptive analysis in order to provide the reader with a profile or profiles of the offender population, the system itself (districts, offices, regions, etc.), and other contextual factors that are important for interpreting the results. Additionally, it is important to point out that these measures will be used as control variables in the advanced analysis of outcome measures. The results of the bivariate analysis should be presented next to identify and provide evidence for testing specific relationships among processes and outcomes.

The next subsection will present the outcomes for post-conviction supervision. The logistic regression should be presented first with a description of the analytic technique (see Subsection 4.3), followed by an interpretation of the results for each run. This should include a description of the control variables, the relationship(s) being tested, and the findings. Where appropriate, graphics should be used to present the findings. Next, the results of the linear and multiple regressions should be presented. Together, the findings from the logistic and linear/multiple regressions will provide important information regarding the specific relationships depicted in the logic model (e.g., does X lead to Y when controlling for A and B?).

The regression results will be followed by a presentation of the survival modeling. A description of the analytic technique (see Subsection 4.3) will be necessary to ensure the reader understands why survival modeling is being used. In particular, it is important to explain that survival modeling is needed to compare outcomes for the different entering offender cohorts compared annually. Additionally, the results of the survival modeling can help predict likelihood of success (or failure) for an offender in the absence of complete follow-on data for all offenders. This will be important for the first several years of the assessments. Again, the use of graphs and charts to present findings is recommended. The results and an interpretation of each run will be provided.

Finally, the results of the trend analysis will be presented. This information will provide the reader with a description of how outcomes have changed over time and for which offender populations. Additionally, the effectiveness of different treatments or interventions can be compared over time. Using line graphs is the most effective method for presenting trend data. An interpretation of the findings will be presented.

VI. Implications and Recommendations for Policy and Practice. This is the most important section of the report. It will begin with a summary of key findings and a discussion of any unexpected findings and limitations of the data. Next, implications of the findings for setting priorities and making policy, programming, and resourcing decisions need to be presented followed by specific recommendations supported by the results. If possible, suggestions for implementing the recommendations should also be included.

Subsequent reports will follow the same template but will need to address, if appropriate, the following:

- Changes to data collection (process, sources, measures) and explanation for changes
- Changes to logic model and explanation for changes
- Changes to research questions (or focus of analysis) and reasons for changes.

It is important to include the core sections in each annual report but recognize the content may change and the format may need to be flexible. For example, once pretrial information is incorporated into the framework, it may be necessary to create a separate report template to present these findings or make modifications to the existing template in order to combine the
results into a single report. Feedback should be obtained from end-users and changes made to the report template as appropriate to ensure clear communication of results and the usability of information.

***

7. Institutionalizing the Framework

Once the framework has been implemented, it is important to ensure it maintains momentum and continues to receive attention by management. Success can be measured by the extent to which the results-based management framework becomes institutionalized within OPPS. Just as the 2004 Strategic Assessment of the Federal Probation and Pretrial Services System recommended the need to organize, staff, and resource to promote mission-critical outcomes, the same can be said for the sustainability of the framework needed to assess progress toward those outcomes. Accomplishing this task will require adherence to a predefined yet flexible process, strong management support, and a commitment of resources. Each of these critical factors is described in the subsections below.

7.1 Predefined Process

To ensure full implementation of the results-based management framework, a continuous process of assessment, review, and modification is necessary. The specific steps in the process are outlined below.

Ongoing Consistent Assessments

Ongoing assessment is defined as annual extraction, analysis, and reporting on processes and outcomes for offender cohorts entering post-conviction supervision during specific fiscal years. Over time, the plan is to analyze data for three consecutive entering cohorts at a time. It is important to adhere to the criteria for selection each year in order to provide comparisons over time and to identify trends in outcomes. It is critical to ensure comparison of “apples to apples” each year and over time. Additionally, the timing of the extraction and reporting must be consistent each year…. To ensure ongoing assessment and the production of results that can be used by managers to make important decisions will require a review of existing personnel to identify those individuals with the necessary skill-set to conduct the assessments (e.g., knowledge of PACTS, ability to apply advanced statistical techniques and interpret results as identified in the analysis plan, etc.).

As baseline data become available for the various components of the logic model, it will be possible to set performance benchmarks against the baseline measures. While baseline measures are indicators of where the system is, benchmarks identify where the system needs to be in the future. It is important to use data (baseline measures) and actual experience when setting benchmarks to ensure they are realistic. This process should be a collaborative effort involving input from the field. Once benchmarks are set, they should be reexamined at least every three years to assess progress and determine if modifications are needed based on the results.

Review and Modify (Feedback loop)

The success of the results-based management framework relies on quality data, appropriate analysis and interpretation of results, and the utilization of the results. In particular, using the results to review and modify the framework is important to the longevity of the model.

As policies and practices change, it may be necessary for the model to change. As with the benchmarks, it is important to review the framework design, process, and results at least every three years to identify any needed changes or modifications to the logic model, measures, data systems, selection criteria, etc. Additionally, information needs of management and the field may shift, requiring changes to the framework. This feedback loop will help ensure a results-based management framework that is responsive to changes over time. Any modifications to the system need to be vetted through key stakeholders, including the field.
7.2 Management Support

It is critical for the results-based management framework to be owned by a specific organizational unit within OPPS. OPPS may wish to consider restructuring the existing organizational structure to create a new unit focused exclusively on results management and the implementation and sustainability of the framework. Whatever approach is taken, it is important that there be a manager whose primary responsibility is the oversight of the framework. The manager must also have the authority or access to the appropriate lines of authority to ensure support of the framework and consideration of recommendations to decisions regarding policy, programming, and resourcing. To the extent possible, it is also preferable that the unit is viewed as independent of the other divisions and branches. This is important to ensure objectivity, neutrality, and ensure the unbiased reporting of findings and recommendations. Additionally, sustainability of the framework requires designated staff with the expertise necessary to ensure data quality, analyze data, and translate results into practical information. Staff also need to be able to make modifications to the framework, including revising the logic model and identifying and operationalizing new measures.

7.3 Commitment of Resources

As with any new effort, it requires resources to get a process up and running and to continue operating over time. A thorough assessment of the resource needs for completing the remaining implementation tasks and sustaining the framework by carrying out the lifecycle plan needs to be conducted. This assessment should be reviewed annually, especially within the first three years as changes and modifications requiring additional resources are likely. It is clear that staff and resources need to be organized to support the framework.

8. Next Steps

This lifecycle document is intended to serve as the primary document that describes the content of the results-based management framework, the analytic approach to the data, implementation process, and plans for institutionalizing the framework within OPPS. It is important that the information presented in this document be reviewed by system staff and stakeholders in order to verify the information, fill in gaps, review recommendations, and resolve unanswered questions. Once the framework is fully implemented, it will provide system staff and stakeholders with the information needed to better assess performance—and make programming and resourcing decisions—based on what the federal probation and pretrial services system accomplishes rather than solely on what it does.
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STATUS OF PROCESS FOR ESTABLISHING OUTCOME INDICATORS
FOR SUPERVISION FUNCTIONS
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Attachment 4: Pretrial Services Supervision Logic Model

**Inputs**
- Characteristics
  - Defendant
  - Charge
  - Office
  - Officer
  - Community

- Conditions
  - Restrictive
  - Treatment/Other Programming
  - Financial

- Resources
  - Staffing
  - Space
  - IT
  - Office Equipment
  - Contracts
  - Training

**Process**
- Activities
  - Conduct Investigations
  - Assess Risk
  - Establish Restrictions and Expectations
  - Provide Treatment and Other Assistance
  - Refer for Treatment and Other Assistance
  - Monitor Conduct and Condition
  - Respond to Non-compliance
  - Evaluate/Revisit Strategies

**Process Outcomes**
- Comply with Restrictive Conditions

**Ultimate Outcomes**
- Minimize Criminal Activity During the Period of Supervision
- Minimize Technical Violations
- Maximize Appearances in Court & Self-Surrenders (if ordered)

**Mission**
- Protect the Public
- Assist in the Fair Administration of Justice
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1 Portions of the preceding discussion adapted from Gottfredson and Gottfredson (1986).
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1 These estimates are based on unpublished analyses from Turner & Fain (2003).

2 Police refer cases to the District Attorney in Los Angeles for processing. Youths charged with offenses for which the District Attorney must file and those youths who are detained in juvenile hall are directed to the Court for arraignment. The SDRRC was administered at this pre-plea stage for these “court” cases. Youths not initially referred to court—those generally with more minor offenses—are referred to Probation to make a determination of how to handle the case. These “non-court” cases can receive a number of possible outcomes, including having the case closed, the youth being placed on informal probation, or the case being referred to court. The SDRRC was administered to “non-court” cases at this point.

3 Due to logistical restrictions, we were not able to pilot test the SDRRC in all area Probation Department offices.

4 For weighting purposes, ethnicity was divided into five categories: black, Hispanic, white, other race, and unknown. Age was categorized as less than 13, greater than 18, and single years of age for ages 13-18.

5 We were not able to use age in calculating weights because there were too few
representatives in the sample for some combinations of gender, race/ethnicity, court type, and age.

This includes those with negative scores.

We include the square of age as a factor in the logistic regression because age has a curvilinear relationship with rearrest. Little (n.d.) used a similar analytic approach in her evaluation of the SDRRC.

How Much Risk Can We Take? The Misuse of Risk Assessment in Corrections

1 See http://bmj.bmjournals.com/cgi/content/full/312/7023/71. Also see http://www.ahrq.gov/clinic/epc/ for a listing of the growing number of evidence-based practice medical and mental health centers in the U.S. and Canada.


5 For more information on MHS, Inc see their website at http://www.mhs.com/index.htm.

6 For more information about Northpointe see their website at http://www.northpointeinc.com/contact.htm.


8 Washington State Public Policy Institute. 2003. p.4

As shown by the framework development flow chart, the process is iterative. All references to “completion” refer to the initial development process.

While the focus of the measurement matrix is on outcomes, examples of measures for the inputs depicted in the logic model have been provided. It is expected that these will be revised and refined based on review and comment from system staff and stakeholders.

While most of the imputation-based procedures described are available through SPSS, other more advanced procedures may require additional statistical software, such as SAS or Stata.

For principal component analysis, variance maximizing (varimax) rotation should be selected as the extraction method. Additionally, different criterion (Kaiser criterion, scree test) should be examined to determine which solution makes the best sense, often one retaining more factors (Kaiser) than the other (scree).

There are over 25 goodness-of-fit calculations available through the SPSS add-on AMOS. The most common used are model chi-square (not significant indicates model fit), GFI (goodness-of-fit index) (greater than or equal to .90 to accept the model), and CFI (comparison-fit-index) (greater than or equal to .90 to accept the model). Any or all of these should be compared.

Path analysis and structural equation modeling can be conducted using SPSS and the SPSS add-on software AMOS as well as SAS. necessary to modify the model (add and/or remove arrows depicting relationships, add/or remove variables, etc.).

Most univariate analysis can be conducted using the Descriptive Statistics option within the Analyze function of SPSS.

Bivariate analysis can be conducted by using the Analyze function of SPSS and selecting Descriptive Statistics, Compare Means, and Correlate options.

When comparing means using ANOVA, multiple range tests are used, the most popular of which is Tukey’s HSD procedure.

ANOVA can be conducted by using the Analyze function in SPSS and selecting the Compare Means/One-Way ANOVA option.

This particular statistical technique is not available through SPSS. It would require the use of Stata statistical software.

Survival analysis can be performed using the Analyze function and selecting the Survival/Cox Regression option in SPSS.

While you can use SPSS to generate trend graphs, a software add-on, SPSS Trends, is required to conduct more sophisticated time series analysis.

When comparing across different populations, it is important to use b’s (regression coefficients) rather than $’s (standardized regression coefficients) because they are more sensitive to fluctuations in variances and covariances across populations.
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