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HOW DO JUDGES make pretrial release 
decisions? What influences judicial beliefs 
about risk and dangerousness? Judges regu-
larly make difficult decisions about which 
individuals to release and which ones to 
detain during pretrial hearings. But how do 
they make these decisions? What information 
do they use? Judges essentially are making 
decisions about the probability of uncertain 
events—that is, the likelihood of an individual 
making it to court and staying out of legal 
trouble. Some judges review case files, assess 
criminal histories, and learn as much as pos-
sible about an individual prior to making their 
decision. However, pretrial release decisions 
are usually made quickly and with limited 
information, as judges make dozens of such 
decisions during a single court session. 

To make these rapid decisions, judges 
are (often subconsciously) performing a 
series of intuitive calculations to predict the 

probabilities of how an individual will behave 
in the community. As an example, consider 
the simplification in which a judge releases 
everyone, or, alternatively, another judge 
detains everyone by setting bail higher than 
one can afford. Releasing everyone eases the 
burden on jails, alleviates individual hardships 
associated with incarceration, and extends 
liberty. However, an unknown proportion 
of these individuals will not appear in court, 
some will be charged with a new crime, and a 
small subset will commit a new violent crime. 
Alternatively, detaining everyone increases jail 
costs and overcrowding, poses ethical issues, 
and exacerbates collateral consequences 
related to incarceration. 

These decision-making examples demon-
strate key concerns when predicting pretrial 
outcomes. Releasing everyone results in false 
negatives, as everyone is predicted to perform 
well, whereas detaining everyone increases 

false positives,1

1 The false positives, of course, cannot be measured 
in the hypothetical situation of detaining everyone 
because they are detained and as such do not have 
the opportunity to not meet release conditions. 

 as most individuals return 
to court and do not get arrested during the 
pretrial phase. All predictions, decisions, or 
assessments must balance these errors, but 
making so many rapid decisions with lim-
ited information requires a balance between 
intuitive and deliberative decisions. No doubt 
these decisions are rooted in judicial expertise 
gained from years of education and experience 
on the bench. Despite judges making decisions 
rooted in their experience and knowledge 
of each case, there is growing evidence that 
“even highly qualified judges inevitably rely 
on cognitive decision-making processes that 
can produce systematic errors in judgement” 
(Guthrie, Rachlinski, & Wistrich, 2007: 3). 

Recently, there has been a push toward 
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more structure in pretrial decision making by 
using risk assessment instruments, but this 
push comes with some controversy. A recent 
ProPublica article challenged the use of risk 
assessments for informing pretrial decisions by 
comparing error rates between predictions and 
outcomes among Black and white individuals 
using the Correctional Offender Management 
Profiling for Alternative Sanctions (COMPAS) 
risk assessment instrument. They claimed that 
the use of the COMPAS equated to “machine 
bias” that resulted in “significant racial dis-
parities” (Angwin, Larson, Mattu, & Kirchner, 
2016). Flores, Bechtel, and Lowenkamp (2016: 
45) responded to the ProPublica article by 
analyzing a similar dataset using a differ-
ent statistical method and came to a nearly 
opposite conclusion that there was “no evi-
dence of racial bias.”2

2 Statisticians generally use four types of assess-
ments to test for bias in an algorithm – i.e., error 
rate balance, calibration, predictive parity, and 
statistical parity. Chouldechova (2017) provided 
a third analysis of the COMPAS data and showed 
that differences in failure base rates by race make 
it impossible for these data to satisfy all fairness 
assessments. The ProPublica analysis assessed error 
rate balance (i.e., equal false positive and false 
negative rates across races) and Flores et al. (2016) 
assessed calibration (i.e., does a score of x mean the 
same thing for white and black defendants). 

 The studies frame the 
debate about predictive bias with pretrial 
risk assessments, but they do not investigate 
perceptions of efficacy, beliefs about exacer-
bating disparities, and conceptions of value 
among stakeholders responsible for using 
them (DeMichele & Baumgartner, 2021). 

The development, implementation, and 
use of risk assessments are some of the most 
important issues facing criminal justice sys-
tems. There are important concerns related 
to disparate impacts based on sex, age, and 
race, and experts are having trouble agreeing 
on the empirical measurement of bias (see 
Berk, Heidari, Jabbari, Kearns, & Roth, 2017; 
Hannah-Moffat, 2013; Starr, 2014). Often 
forgotten in these debates is the voice of the 
individuals that make decisions using the risk 
instrument.3 

3 Miller and Maloney (2013) used a national sur-
vey of community corrections staff and Viglione, 
Rudes, and Taxman (2015) used interviews and 
observational data to report that probation officers 
comply with requirements to complete risk assess-
ments, but rarely used the assessment scores to 
make case management and supervision decisions. 
Our paper specifically focuses on interviews with 
judges. 

Arnold Ventures (formerly the Laura and 
John Arnold Foundation) developed the 

Public Safety Assessment (PSA), which has 
been adopted by dozens of jurisdictions and 
multiple state systems. We conducted inter-
views with judges using the PSA in a diverse 
set of courts to gain insight into how they 
define risk, assess risk, and perceive bias and 
disparate impacts for communities of color. 
The findings provide a glimpse into how 
judges think about pretrial risk assessment 
instruments. 

The paper is arranged to first provide a 
thumbnail sketch of the use of risk assessment 
instruments within criminal justice systems. 
Next, we provide a brief discussion of the 
science of decision-making to demonstrate 
the potential for systematic errors, especially 
when making decisions quickly with limited 
information. We frame the current study with 
what is referred to as the intuitive-override 
model and suggest that risk assessment instru-
ments can help judges engage both intuitive 
and deliberative models of decision making 
(Guthrie et al., 2007). This suggests that most 
decisions judges make—especially pretrial 
decisions—are intuitive, fast, and rooted in 
their prior experience, but these more spon-
taneous forms of decision-making can be 
balanced or overridden with more objective 
criteria. Third, we describe our study meth-
ods and procedures. Fourth, we present our 
findings that judges stressed the tension they 
face when reconciling the actuarial aspect of 
the PSA as they try to learn about defendants’ 
lives. The interviews showed that judges assess 
culpability and blameworthiness by reviewing 
criminal background and prior violence, and 
held mixed views on the potential for bias 
against people of color when using assessment 
instruments. 

We conclude the article by reviewing the 
PSA through legal scholarship that challenges 
risk assessments on ethical and moral grounds 
(Tonry, 2014). There is general agreement that 
risk assessments need to meet both empirical 
and ethical standards, and ascribed charac-
teristics such as race and gender are left out 
of most prediction models even though they 
might improve predictive validity (Corbett-
Davies, Pierson, Feller et al., 2017; Monahan, 
Skeem, & Lowenkamp, 2017; Skeem & 
Lowenkamp, 2020; Tonry, 2014). Legal schol-
ars have assessed the merits of risk assessments 
to make sentencing and parole decisions, 
with recent studies about the use of pre-
trial risk assessments (Cohen & Lowenkamp, 
2019; DeMichele, Baumgartner, Wenger, et 
al., 2020; Lowder, Lawson, Grommon, & Ray, 
2020). In the end, we recommend the creation 

of researcher-judge feedback loops, and the 
need to increase the transparency of model 
development as key features to improve the 
potential accuracy, adoption, and understand-
ing of risk assessments. 

Criminal Justice Systems 
and Risk Assessment 
Criminal justice and legal professionals assess 
certain definitions of “risk” on a regular basis.4 

4 Advocates of justice reform consistently point out 
that the standard conceptions of “risk” are rooted in 
structural racism and punitive traditions that ignore 
the health and well-being of communities of color 
and people living in poverty. The need to challenge 
and reframe definitions of risk is central to some 
arguments against the use of actuarial assessments 
(Benjamin, 2019; Gámez, 2021). 

A police officer assesses risk when deciding 
to administer a citation instead of arresting 
someone. Parole board members assess risk 
when deciding to release someone. Judges, of 
course, assess risk when deciding whether to 
release someone pretrial—when they are still 
considered innocent—or to keep them in jail 
while awaiting trial. These professionals make 
such decisions many times throughout a given 
day. There are nearly 12 million jail admis-
sions annually (Zeng & Minton, 2021) and 
the criminal justice system is set up to require 
professionals to make quick decisions despite 
the important ramifications these decisions 
have for each person’s life. Risk assessment 
instruments are a tool that can be used to 
inform pretrial release and supervision by 
making decisions more systematic, easier for 
practitioners, and more accurate in terms of 
outcomes such as appearing for court and not 
being arrested for a new crime. 

Decisions about risk are based on clinical 
judgment or actuarial practice (Gottfredson & 
Moriarty, 2006). Clinical judgments are often 
referred to as first-generation assessments 
that are based on intuition, with assessment 
of risk based solely on subjectivity or “gut feel-
ings” derived from education and experience 
(Bonta, 1996). The purely actuarial approach, 
or second-generation of risk assessments, rely 
on a more formal, statistical model of risk that 
should provide more consistency and uni-
formity in risk classification (Barbaree et al., 
2006; Harris, Rice, Quinsey, Lalumière, Boer, 
& Lang, 2003). It is common for many crimi-
nal justice actuarial risk assessments to allow 
professionals to adjust scores based on first-
generation assessments (Miller & Maloney, 
2015; Viglione et al., 2013). 

The use of risk assessment instruments in 
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criminal justice settings is not new. Several 
sociologists assisted parole boards and prisons 
to develop predictive instruments starting 
in the 1920s. Burgess (1928) worked with 
the Illinois State Parole Board to develop a 
parole release instrument that relied on an 
additive binary assessment instrument of 21 
factors to predict which people were most 
likely to succeed on parole. Numerous studies 
and meta-analyses have found that decisions 
guided by statistically derived tools provided a 
more accurate result than clinical assessment 
(Groves & Meehl, 1996; Groves, Zald, Lebow, 
Snitz, & Nelson, 2000). Groves & Meehl (1996, 
p. 293) stated that the “conclusion was clear 
that even a crude actuarial method…was 
superior to clinical judgment in accuracy of 
prediction.” 

Risk assessment instruments are developed 
for specific jurisdictions and specific phases 
of the criminal justice system. As a warning, 
Skeem and Lowenkamp (2016) made clear 
that jurisdictions will face potentially large 
error rates and inconsistency when using 
assessments for a different phase than they 
were intended for. Pretrial risk assessments 
have been in use since the early 1960s, claim-
ing to objectively assess the public safety 
and failure to appear (FTA) risks of releas-
ing defendants from jail. The Pretrial Justice 
Institute (2015) estimated that about 10 per-
cent of pretrial agencies use pretrial risk 
assessment instruments. This means that most 
pretrial release decisions are made without the 
guidance of an actuarial instrument. 

In this article, we seek to contribute to 
understanding the judicial decision-making 
processes during the pretrial phase by examin-
ing judges’ perspectives on and use of actuarial 
assessments. In the rest of the article, we lay 
the groundwork for how such assessments 
might fit into the framework of judicial deci-
sion making overall by discussing the intuitive 
and deliberative decision-making frameworks. 
Judges complete education and training in 
which they gain a fundamental knowledge 
about the law, procedural rules, and legal 
processes. Pretrial researchers have pointed to 
the difficulties involved with making release 
decisions due to the speed and volume in 
which these decisions are made (Sacks & 
Ackerman, 2014; Demuth, 2003). Research 
on human judgment and choice demonstrates 
that judges—similar to engineers, accoun-
tants, military leaders, and others—rely on 
several cognitive shortcuts to process infor-
mation quickly when making decisions under 
uncertainty (Guthrie et al., 2001). 

Judicial Decision Making 
Nearly 90 years ago, the legal scholar Jerome 
Frank (1930) observed that judges base 
their decisions on hunches, and “whatever 
produces judges’ hunches makes the law.” 
Frank recognized the importance of judicial 
subjectivity and intuition when making deci-
sions. Much has been written about judicial 
decision-making, and the tensions between 
intuitive and deliberative decision-making. 
For the most part, legal scholars fit into one 
of two camps, with legal formalists suggesting 
that judges apply the legal rules in a logical, 
mechanical, and deliberative manner, while 
legal realists say that judges make decisions 
through intuition and only later rationalize 
with deliberative reasoning. We suggest that 
neither of these perspectives is entirely cor-
rect, with cognitive science showing that both 
operations are at work (Guthrie et al., 2007). 

There is a large body of psychological and 
behavioral economic research showing that 
human decisions are made with dual process-
ing mechanisms (e.g., Tversky & Kahneman, 
1974; Kahneman & Tversky, 1979; Kahneman, 
2011). Dual process models of cognition 
divide cognitive processes into two systems 
to differentiate between intuition and delib-
erative reasoning. There are several versions 
of dual process models, but each version 
distinguishes between the cognitive processes 
that are “quick and associative from others 
that are slow and rule-governed” (Kahneman 
& Frederick, 2002: 51). Stanovich and West 
(2002) labeled these System 1 and System 2 
to differentiate cognitive operations by their 
speed, control, and information. To put it sim-
ply, dual process models suggest that human 
beings make decisions using automatic, intui-
tive, and non-reflective processes (i.e., System 
1), and deliberate, thoughtful, and rational 
processes (i.e., System 2). These systems do 
not operate in isolation of one another, but 
rather new information is processed, stored, 
and remembered through System 2 learning 
processes. Complex information moves from 
System 2 to System 1 as individuals acquire 
a degree of proficiency and skill—essentially, 
experts rely on System 1 automatic processing 
as they gain pattern awareness (Kahneman 
& Frederick, 2002). There are numerous 
examples of how novel information becomes 
engrained and hard wired, as we rarely need 
to engage in much effort when driving a car, 
reading a book, or walking. 

These cognitive processes are at work 
when judges make decisions. Judges learn 
through experience on the bench as they 

interact with defendants and court staff as well 
as deliberative study of the law. A brand-new 
judge,5

5 This description of a judge is only meant as an 
example, because judges very often will have been 
lawyers beforehand, attended law school, and have 
some general idea of how the law operates. 

 for instance, will engage in delibera-
tive and effortful cognitive processes to learn, 
remember, and apply knowledge of legal rules 
and courtroom cultural norms. Over time, 
a seasoned judge will have engrained this 
knowledge of the law and normative behavior 
to allow for most judicial decision making to 
move from System 2 to System 1. But, as we 
rely more on intuition for decision making, 
we run the risk of making errors, because 
these decisions are made quickly, with little 
reflection (Frederick, 2002). A large body of 
psychological research on heuristics and biases 
(Kahneman & Frederick, 2002) shows that 
people base decisions using mental shortcuts, 
cues, and stereotypes. This applies to judges, 
who may erroneously and unwittingly intro-
duce bias through acquired stereotypes, such 
as coming to automatically associate being 
Black, male, or young with criminality and 
violence (Hoschild & Weaver, 2007). Papillon 
(2013) provided a thorough review showing 
the connection between cognitive science and 
legal decision making to demonstrate the dif-
ferent neurological processes at work that may 
result in some people associating being Black 
with fear, threat, and aversion.6 

6 Neuroscience of course does not operate in a 
vacuum, and there are deeply rooted historical 
socio-structural factors that train the brain to make 
certain associations and not others (Kendi, 2016). 

This line of inquiry has been applied to the 
legal field to study judicial decision making. 
Guthrie et al. (2007) adapted the dual process 
model to develop an intuitive-override model 
for judges. Through a series of cognitive 
experiments with trial judges, Guthrie et al. 
(2001, 2007) found that judges rely on similar 
cognitive heuristics (e.g., anchoring, statistical 
errors) that result in common decision errors 
(e.g., reliance on arbitrary references, ignor-
ing trends). Additional experiments tested 
judges’ reliance on intuitive versus deliberative 
decision making and found that judges are as 
reliant on intuition as other populations (e.g., 
physicians, engineers). The intuitive-override 
model starts from the assumption that judges 
(as all humans) generally engage in intuitive 
decision making, but their intuition can be 
disrupted to create an opportunity for judges 
to reflect on decisions as needed. 

The essential argument of the 
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intuitive-override model is that “judges should 
use deliberation to check their intuition” 
(Guthrie et al., 2007: 5). This approach fits 
with other identifying techniques of legal 
scholars to combat implicit bias in the court-
room (Kang et al., 2012). We do not test 
Guthrie et al.’s intuitive-override model. 
Instead, we use this model as a framework 
to view and understand a series of judicial 
interviews about the use of a risk assessment 
instrument to make pretrial decisions and to 
offer recommendations more broadly about 
judicial use of pretrial risk assessments. The 
judiciary are equally susceptible to common 
psychological heuristics that can produce sys-
tematic errors in judgment that result in bias 
and disparate treatment. The PSA and risk 
assessments more broadly are a potential tool 
that judges can use to question their hunches. 

Methods 
The analyses are based on interviews con-
ducted with judges in three geographically 
distinct jurisdictions in which judges were 
using the PSA. The interviews are part of 
a larger project to statistically validate the 
risk assessment instrument and understand 
its implementation and use. The purpose 
of the interviews was to better understand 
judges’ perceptions of the usefulness of the 
risk assessment instrument to make pretrial 
decisions. 

Public Safety Assessment 
(PSA) Design and Use 
Before detailing the interview procedures, we 
briefly describe how the PSA was developed7 

7 The authors of the current paper were not involved 
in the development and validation research used 
to develop the risk assessment instrument. We 
conducted a broader research and statistical vali-
dation project of the risk assessment instrument 
in which we analyzed available datasets used for 
development and validation by the risk assessment 
instrument development team. The current analy-
ses do not assess the validity of the risk assessment 
tool or the procedures used to develop the instru-
ment. Instead, we seek to understand judicial views 
about the use of the instrument. 

and how it is used. The PSA was devel-
oped using nine datasets from seven states 
(Colorado, Connecticut, Florida, Kentucky, 
Ohio, Maine, and Virginia) and two datasets 
from the Federal Court System to calculate 
probabilities of failure to appear in court 
(FTA), new criminal activity (i.e., any new 
arrest), and new violent criminal activity (these 
definitions are developed to fit each specific 

jurisdiction).8

8 The instrument development team processed 
these datasets to identify the predictors of each of 
the three outcome variables. They used a series 
of statistical techniques (e.g., logistic regression, 
contingency tables) that produced hundreds of 
effect sizes. The effect sizes were averaged and were 
restricted to variables that were at least one standard 
deviation above the mean effect size. Further analy-
ses were conducted to identify the best effect sizes 
and operationalization in which each predictor 
variable had at least a 5 percent increase in likeli-
hood of failure to appear or new criminal activity. 
The new violence criminal activity flag used a vari-
able selection criterion of doubling the probability 
of failure when the item was included in a model 
(this paragraph is adapted from unpublished mate-
rials by Luminosity). 

 Jurisdictions implementing the 
PSA received technical assistance and train-
ing to describe the research used to develop 
the instrument (provided by Luminosity or 
Justice System Partners), provide detailed 
instructions for completing the PSA, and offer 
ongoing support during implementation. The 
implementation team focused on providing 
jurisdictionally tailored training and techni-
cal assistance to ensure that the instrument 
could be successfully implemented in each 
jurisdiction. For example, the team would 
learn specific information about each jurisdic-
tion’s capacity to collect the needed defendant 
information and identify appropriate commu-
nication procedures to share the results of the 
risk assessment with judges, defense attorneys, 
and prosecutors. 

Pretrial officers complete the PSA prior 
to first appearance. Pretrial officers identify 
eligible defendants9

9 The implementation of the risk assessment instru-
ment allows local jurisdictions to identify case types 
and charges that are of such a nature that the juris-
diction excludes them from the assessment. Outside 
of these few crime types, all individuals booked in 
jail on a new crime are scored with the PSA. 

 for the pretrial release 
instrument using administrative data and 
conduct a thorough review of criminal his-
tory records. The PSA includes eight criminal 
history/conduct factors and a categorical age 
factor. Below are the three outcomes and each 
of the factors: 
● Failure to appear: pending charge at time 

of arrest, prior conviction, prior failure to 
appear within two years, and prior failure 
to appear longer than two years. 

● New criminal activity: pending charge at 
time of arrest, prior misdemeanor convic-
tion, prior felony conviction, prior violent 
conviction, prior failure to appear within 
two years, prior sentence to incarceration, 
young age at current arrest. 

● New violent criminal activity: pending 
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charge at the time of arrest, prior con-
viction, prior violent conviction, current 
offense violent, and current offense violent 
* young age at current arrest. 
The factors are weighted and converted to 

separate FTA and new criminal activity scales 
that range from 1 to 6, and a new violent 
criminal activity flag (binary indicator of yes/ 
no). The new violent criminal activity flag is 
used to recommend either release or more 
restrictive conditions including detention for 
the defendant. 

The FTA and new criminal activity scale 
scores are converted into recommendations for 
each defendant that a judge may choose to fol-
low (or not). The decision-making framework 
provides jurisdictionally based guidance on 
the recommended nature of release for an indi-
vidual, which can range from release on own 
recognizance, various levels of supervision, 
and recommend detention.10

10 The PSA guidelines have switched from a 
decision-making framework (DMF) to a release 
conditions matrix, with a central difference being 
the former included a recommendation for deten-
tion and the latter does not. At the time of our 
interviews, the DMF was the operating logic, so we 
maintain that language. 

 The decision-
making framework is a key element of the 
risk assessment instrument to assist judicial 
decisions. The new violent criminal activity 
score produces a binary indicator as a violent 
“flag” to signal to judges that the defendant 
has a high potential for violence, and this case 
should be reviewed more carefully before mak-
ing the release decision. The specific way the 
risk assessment instrument is completed varies 
to fit each jurisdiction’s standard operating 
practices and courtroom culture. 

Site Visits 
Sites visits were arranged through initial email 
inquiries to explain the purpose, goals, and 
procedures for the visits to determine inter-
est and availability. Once agencies indicated 
interest, the research team arranged a phone 
conversation to discuss logistical details. The 
authors divided the three sites to have one 
senior researcher act as the main liaison for 
each site. Each visit lasted about two days, 
and included interviews with judges, public 
defenders, prosecutors, and pretrial officers 
responsible for completing the risk assessment 
instrument. During our site visits, the research 
team observed pretrial officers accessing a 
series of databases needed to complete the 
PSA, and we observed pretrial hearings in 
each jurisdiction. 
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Three sites were selected for visits because 
they were “early adopters” of the PSA. These 
sites included an East Coast city of about 1 
million, a Midwestern city of about 500,000, 
and a West Coast city of about 250,000. 
Although we do not suggest that our methods 
provide us with a nationally representative 
sample, we do, nonetheless, find the inter-
views to provide a unique opportunity to 
consider the complicated nature of assessing 
risk and judicial decision making. Interviews 
were audio recorded, and recordings were 
subsequently listened to multiple times by 
multiple researchers, with extensive notes 
taken by an analyst. Notes were reviewed 
with the analyst and the interviewers, and 
in an iterative process, salient themes were 
identified through discussion, developed in 
writing, and then compared against the data 
and discussed further. The following sections 
describe findings on how judges deconstruct 
narrative, assess risk, and use their perceptions 
of criminogenic factors in the consideration of 
public safety. 

Although our site visits included inter-
views with other court professionals (e.g., 
prosecutors, public defenders), we only report 
the findings from the judicial interviews. The 
purpose of these interviews was to assess the 
use of the instrument by judges to inform judi-
cial decision making, because predictive tools 
are ineffective if the intended users do not 
understand them or use them. An alternative 
approach to understanding judicial use of the 
instrument is to compare concurrence rates to 
measure how often judges implemented the 
decision suggested by the instrument. These 
data did not exist in a consistent fashion in 
our sites, and with this portion of our study, 
we wanted to understand something more 
nuanced. That is, we wanted to address the 
gap in research about judicial perspectives 
about risk, assessments, and related biases. 
These are crucial phenomena to understand 
when it comes to judicial decision making. 

The interviews were semi-structured to 
frame them around key themes, while allow-
ing judges the freedom to expand as needed. 
The interviews were conducted by 1 to 2 inter-
viewers and lasted between 45 minutes and 90 
minutes. The main research questions guiding 
the interviews were: 
● How do judges define risk? 
● How do judges view the use of risk assess-

ments to assess risk? 
● What are judicial interpretations of racial 

and ethnic bias in risk assessments? 

Findings 
In this paper, we explore an inherent tension 
that emerged in the analysis between the 
“subjectivity” of judicial discretion (a story-
based assessment) and the “objectivity” of 
the risk assessment instrument (a numbers-
based assessment). Below we discuss our 
findings about the information that judges 
seek when considering a case, and how they 
interpret the information provided by a risk 
assessment tool as fitting within the broader 
landscape of judicial decision making. We 
then present judges’ perspectives on pretrial 
risk assessments and racial/ethnic disparities, 
highlighting the diversity of their opinions 
and approaches. We conclude with a discus-
sion of the implications of this tension for 
judicial override of risk assessment recom-
mendations and consider factors that judges 
highlight as important when being informed 
about, trained on, and supported in the use of 
a risk assessment. 

Pretrial Risk Assessments within the 
Context of Judicial Discretion 
Judges develop their own roster of informa-
tion they seek when considering a case, and 
there is variability in the factors they value. 
When asked in interviews what elements 
were salient for them, judges described want-
ing information about a defendant’s criminal 
background and previous violent offenses, 
whether the current charges involved weapons 
or physical injuries, and statements from the 
victim. With public safety foremost in their 
minds, they were on the lookout for aggra-
vating factors like repeated FTAs, increases 
on the violence scale, charges of attempted 
murder or assault with a deadly weapon, and 
whether someone was on felony probation 
and committed a new offense. 

Judges also referred to factors based on 
their professional experience, including what 
they had seen in other cases, mistakes made, 
and lessons learned. As part of drawing on 
their experience, some judges referenced the 
importance of local culture, not only in under-
standing the issues that affect the population 
but also understanding the cultural values 
associated with a jurisdiction. 

When weighing information and making 
decisions, judges indicated that they were 
interested in the ways that different factors 
compounded, corroborated, or cancelled out 
each other. For example, did someone with 
a high number of FTAs also have a history of 
substance addiction or mental health issues? 
Was someone repeatedly showing up in court 

being charged with the same crime? Looking 
at the interactions of multiple factors to get 
a sense of an underlying story was impor-
tant, especially when judges were determining 
whether to refer the defendant to a diversion 
program or pretrial release under conditions 
of supervision such as electronic monitoring 
or routine drug testing. 

Unsurprisingly, judges’ perceptions of the 
utility of the risk assessment instrument were 
strongly shaped by the overlap between the 
information they considered valuable when 
exercising their decision-making and the 
information used to complete the risk assess-
ment. Within the construction of juridical 
stories, all judges interviewed found value in 
the risk assessment instrument to some degree. 
Those who were most favorable viewed the 
risk assessment instrument as an expeditious 
means to synthesize the information that they 
felt was important, namely FTAs, charges 
involving violence, and recent convictions. For 
these judges, there was appeal in a tool that 
was “not based on subjectivity and sympathy” 
and that allowed them to quickly assess “on a 
busy calendar… [how] to zero-in on what can 
be done for each specific person.” 

Notably, judges who were highly favorable 
of the assessment instrument concurred not 
just with the information that it took into 
account, but the recommendations that it pro-
vided. In this regard, these judges expressed 
that they thought the assessment instrument 
was a practical and useful tool for others, 
especially their younger and less experienced 
colleagues, but in their own use of it they 
tended to see it more as confirming the deci-
sion they had arrived at through their judicial 
discretion. As one judge stated, 

For most judges who don’t feel confident 
to go deeper, that [the assessment instru-
ment] is fantastic. If we are talking about 
one size fits everybody, wow, this is great, 
right? 

While speaking enthusiastically about the 
assessment instrument and expressing confi-
dence in its reliability, this judge also indicated 
that he did not perceive a need to rely on the 
tool in his decision-making. In addition, he 
noted instances in which he would override 
the risk assessment recommendation, such as 
when the defendant had known mental health 
issues or there was a weapons charge, stating 
that the judiciary’s role was to “connect those 
dots that a pretrial services report does not 
understand.” 
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Judges who were more reticent about the 
risk assessment instrument tended to frame 
their perceptions of the tool in terms of the 
information it did and did not incorporate. 
One judge spoke broadly about the concept 
of risk, and in doing so listed three factors 
that are not addressed by the assessment 
instrument: 

Risk has changed over time because 
personal experience and training has 
caused people to think about predicting 
risk—substance abuse, housing stabil-
ity, connections to the community—and 
making recommendations for conditions 
of pretrial release. 

Similarly, in jurisdictions where a differ-
ent pretrial risk assessment instrument had 
been used previously, legal actors had become 
accustomed to associating certain factors with 
risk, and the removal of those factors felt 
disorienting and counterintuitive to judges, 
as if refuting years of prior practice. In these 
discussions, judges acknowledged the tension 
between the research validation of the new 
risk assessment instrument and their experi-
ence on the bench. As one judge commented: 

It’s hard to wrap your head around 
releasing someone with a felony II bur-
glary, but all of the factors and data 
across a million cases say that this person 
isn’t coming back with another burglary 
and there isn’t a risk to public safety or 
court. 

When considering the research, some 
judges raised questions as to whether the 
factors that were found to be predictive in 
one jurisdiction were accurate in predicting 
risk in other jurisdictions, again valuing their 
own expertise and local knowledge. As one 
judge remarked, “it is one thing to say that the 
research says that these things are predictive, 
and here’s the tool [but] we need the validation 
process to use local data.” 

In addition to concerns about the types of 
information used to generate the risk assess-
ment instrument, which led to questions 
about what elements were missing, some 
judges also expressed skepticism about how 
the absence of information might obfuscate 
the underlying story that they were looking 
for in their decision-making process. One 
example that was brought up multiple times 
in interviews were the cases of defendants who 
cycle frequently through courts and have a 

high probability of FTA. One judge explained 
that people charged with public nuisance 
often fit this category and were scored as very 
high risk and not recommended for release, 
which struck her as counterproductive. She 
was inclined to override these recommenda-
tions and stated that judges needed alternative 
resolutions at pretrial release. 

Several other judges raised the exam-
ple of domestic violence cases, saying that 
when these cases came before them, they 
wanted more information than the risk 
assessment instrument provided, specifically 
violent criminal history, domestic violence 
history, police reports, victim’s statements, 
and lethality assessments. In cases where the 
victim indicated being fearful of the defen-
dant or there was complex information in 
the probable cause statement, judges consider 
overriding the risk assessment instrument’s 
recommendation based on this information. 

Among all the judges interviewed, there 
was a tendency to characterize the risk assess-
ment instrument as “one tool among many.” 
Those who were highly favorable of the PSA 
were still inclined to consider recommenda-
tions in the context of their own judicial 
intuition and experience, and would request 
information that was not included in the risk 
assessment instrument when they deemed 
this to be necessary. As one judge remarked, 
“It’s important to understand that it’s just a 
tool and that judges are the definitive answer.” 
In his view, more work was needed to enforce 
that the evidence-based tool was intended to 
support judicial decision-making, and not to 
replace that process. 

Racial and Ethnic Disparities: 
Differing Perspectives 
Of the judges interviewed, there was gen-
eral agreement that communities of color 
are disproportionately represented in the 
criminal justice system, and many judges 
acknowledged the potential for bias in judicial 
decision-making. One judge who identified 
himself as coming from a heavily policed 
community expressed that it was important to 
have judges from minoritized racial and eth-
nic groups and from low-income backgrounds 
to counteract bias: 

How do we view people? Do you see kids 
walking down the street and go for the 
automatic door lock? 

This judge also thought that a more repre-
sentational judiciary would help to build the 

credibility of the justice system, noting that 
it was difficult to ask people to “have faith” 
in the courts when the judges “look nothing 
like them.” 

Judges overwhelmingly supported risk 
assessment tools for providing a means of 
making release decisions in a way that was 
separated from knowledge of defendants’ 
physical characteristics, seeing this as “a ben-
efit to a tool like this because people are not 
always aware of their prejudices.” Indeed, 
when asked about how the risk assessment 
instrument might help reduce disparities, 
most judges stated that because the tool takes 
only specific factors into consideration and 
does not include race or ethnicity, it would 
either minimize disparities or have no influ-
ence on them. Among people holding these 
views, the risk assessment instrument was 
seen as useful in reducing bias in the criminal 
justice system. One judge suggested that bias 
is not an issue in his jurisdiction nor does the 
risk assessment instrument create any dispari-
ties. He stated: 

I do not think that disparities are a 
concern in pretrial release. The racial or 
sexual element is not an issue because 
it’s an objective system. I’ve never given 
it any thought. In [jurisdiction name], I 
don’t think it’s an issue. I don’t think the 
PSA makes any kind of distinction that 
would lend itself to creating disparities. 

Another judge emphasized that when 
considering the potential biases from an 
instrument, it is important to realize that 
prior judicial decision-making criteria might 
have generated disadvantage for communi-
ties of color and the poor. She suggested 
that prior decision-making included factors 
related to socioeconomics in which the poor, 
unemployed, and homeless were less likely to 
be released: 

The tool (PSA) does not have a slant or 
bias in the recommendations... [Before 
the PSA] We used to assess ties to the 
community and where people work but 
we don’t do that anymore. They have 
2,500 homeless people in [jurisdiction 
name]. 

The essence of this judge’s comments was 
to point out that in this jurisdiction they 
are moving away from using criteria such 
as homelessness to keep people in jail pre-
trial. The adoption of the risk assessment 
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instrument, although not the only reason, has 
contributed to lessening attention to variables 
such as housing stability and employment 
status directly influencing release decisions. 

The judges varied on their perspectives 
about racial/ethnic bias within their juris-
diction and related to the risk assessment 
instrument. One judge pointed out that even 
supposedly “objective” factors contain a sub-
jective context and that people’s criminal 
records are the result of socioeconomic, racial/ 
ethnic, and gender dynamics that affect the 
likelihood of an individual being arrested, 
prosecuted, convicted, and detained. In her 
view, quantifying risk factors such as “prior 
conviction” is of concern, given that commu-
nities of color are frequently heavily policed 
and “men of color are more likely to be 
arrested, stopped, searched, and charged for 
even minor drug-related offenses, [and there-
fore] they are more likely to have that risk 
factor on a subsequent offense.” Another judge 
suggested that their decisions need to consider 
more nuanced perspectives because: 

It’s important to humanize defendants 
and that should be the role of the judicial 
team. It’s important to educate judicial 
officials about the prevalence of low-
risk people in jails and in pretrial. This 
requires education around dispropor-
tionality and how certain practices target 
people of color. 

These judges used the logic described 
above of trying to construct a story beneath 
the risk factors, noting that a judicial decision 
could take into account that white people and 
African Americans have been found to use 
drugs and commit other infractions at simi-
lar rates, and therefore an African American 
person’s conviction history might reflect more 
about bias than about criminal behavior. 
Likewise, this judge noted that the intersec-
tion of race/ethnicity and low economic status 
could produce scores that reflected lack of 
access to resources (e.g., transportation to the 
courthouse, resulting in an FTA) rather than 
risk to public safety. 

Obviously, the judicial interviews demon-
strate variation in perspectives about bias in 
the criminal justice system and whether risk 
assessment instruments contribute to any 
bias. Regardless of this variation, we did learn 
that these judges, for the most part, recognize 
the need to stem potential bias and they want 
to learn more about how risk prediction can 
contribute to their decision-making. 

How Do Judges 
Understand Prediction? 
Our findings indicate that the limited under-
standing among judges about risk assessment 
tools is not due to a lack of institutional trust. 
Rather, there is a need for continuous educa-
tion and learning to understand what the risk 
assessment instrument can provide, including 
a realistic contextualization of the likelihood 
of errors. One judge framed the nature of the 
likelihood for errors in both judicial intuition 
and the risk assessment by stating that “judges 
are right 50 percent of the time and the tool is 
right like 60 percent of the time, and the tool 
and judicial discretion is right about 80 per-
cent of the time.” Although we did not assess 
the changes in prediction errors when using 
the instrument, another judge described her 
desire to understand the nature of the research 
by stating that it would be helpful to see prob-
abilities of positive outcomes: 

It would not be helpful for judges to see 
actual probabilities of people for an FTA 
or a new crime. People with these char-
acteristics have a certain percentage for a 
FTA. I would rather see people with this 
X risk score succeed in appearing in court 
a certain percentage of the time, just to 
reinforce the predictive relationship. 

Judges stressed the importance of pre-
sentations to new users and the substantive 
value in learning more about the PSA. The 
judges expressed a need to develop a knowl-
edge base about what goes into developing a 
risk assessment tool. Unique to jurisdictions 
implementing data-driven research is the col-
laboration and coordination among probation, 
pretrial services, and judges through statewide 
meetings to reinforce the importance of the 
tools, particularly for new judges cycling 
through first-appearance court. Meetings have 
contributed to judges feeling more equipped 
to receive guidance from the tool without 
the tool representing a threat to exercising 
judicial discretion. One judge described his 
experience: 

… probation continues to [make] con-
stant refinements [to the use of the PSA 
that] are helpful. It’s important to have 
meetings and show stakeholders what’s 
going on, there is a lot of buy-in. It’s 
more difficult when people are saying 
that they don’t know…when they do not 
go to meetings. 

The point this judge was expressing is that 
judges (and other courtroom professionals) 
need to participate in trainings about pretrial 
risk assessments. Without these trainings, 
judges will be unaware of the potential for 
these tools, and they will not understand how 
to interpret and apply the recommendations 
from the decision-making framework. 

Members of the judiciary need a realistic 
understanding of the predictive ability of 
the PSA and to know exactly what is being 
predicted. It was suggested that intentionally 
targeting presiding judges in first appearance 
court is critical to keep individuals abreast 
of research, the tool itself, predictive factors, 
validation from jurisdictions, the value of 
objective criteria versus subjective criteria, 
education on disproportionality and implicit 
bias, and an institutional approach to the 
risk assessment instrument. Moreover, judges 
expressed an interest in seeing how predictive 
the instrument is by using local data to show 
the results from the instrument and the rec-
ommendations—e.g., how accurate is judicial 
intuition and the instrument? Another judge 
summarized the way he perceives the use of 
pretrial risk assessment instruments: 

It’s important to understand that it’s just 
a tool and remember that judges are the 
definitive answer, and not to overly rely 
on a piece of paper. I’m glad that there is 
a tool that has evidence-based research. 

In general, these interviews demonstrate 
that judges understand that risk assessment 
instruments can support, clarify, and assist in 
judicial decision-making. But, they want more 
(continual) information to demonstrate the 
accuracy or improvement in outcomes. 

Discussion 
The PSA was intended to offer judges stan-
dardized and objective information to inform 
judicial decision making. The PSA was not to 
replace judicial decision making, but rather 
offer recommendations using criteria related 
to pretrial outcomes. On their face, pretrial 
risk assessments fit with Guthrie et al.’s intui-
tive override model to intervene in (System 
1) automatic cognitive processes. However, 
the PSA and risk assessments more gener-
ally need to meet certain ethical criteria. 
Risk assessments need to identify factors that 
are both highly predictive of the outcomes 
and do not increase likelihood for disparate 
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treatment (Mayson, 2018).11

11 There is also a robust literature on the design 
of fair algorithms mostly outside of criminologi-
cal and criminal justice fields. Data scientists and 
statisticians (e.g., Chouldocova, 2017) have shown 
the inherent tension between maximizing predic-
tive validity and equality across subgroups. The 
quantitative literature demonstrates mathematical 
realities that there are tradeoffs that are “matters 
of values and law…not matters of science” (Berk et 
al., 2017: 34). 

 Some judges 
articulated grappling with the potential for 
bias in the criminal justice system, identified 
the potential for biased intuitive judgments, 
and viewed the PSA as a way to challenge 
those biases. The ProPublica and Flores et al. 
(2016) debate highlights the gap in under-
standing and consideration about bias and 
disparate treatment stemming from pretrial 
risk assessment (DeMichele & Baumgartner, 
2021). 

The bulk of the concerns about disparate 
impact stemming from risk assessments are 
related to ascribed statuses of age, gender, 
and race. The PSA includes a risk factor for 
young age at time of the arrest (for NCA), and 
whether the person was young and the current 
offense is violent. Tonry (2014) identified age 
as a counterproductive risk factor because it 
seeks to harshly punish young people as they 
are continuing to develop socially and cog-
nitively. Monahan, Skeem, and Lowenkamp 
(2017) found that including age in the federal 
Post-Conviction Risk Assessment (PCRA) 
overestimated the arrest rates for older indi-
viduals and underestimated arrest rates for 
young individuals. Parsing the inclusion of 
age in the PSA is difficult, because younger 
individuals have higher criminal propensity, 
but aging is known to promote desistance. 
Tonry (2014: 171, italics added) is unwaver-
ing in saying that “Ascribed characteristics for 
which individuals bear no responsibility, such 
as race, ethnicity, gender, and age, should not 
be included.” Monahan et al. (2017: 200) point 
to some of the complexity around age as a risk 
factor because “Youth…both “diminishe[s] 
culpability” for past crimes (Roper v. Simmons, 
2005) and enhances risk for future crime.” 
There is a lack of clarity on setting standards 
about the inclusion of age on risk assessments, 
especially during the pretrial or sentencing 
phases. However, recent legislation such as 
California’s SB 823, which requires the state’s 
youth prisons to be shut down by July 2023, 
could indicate that rather than having age 
count against them, young people need new 
systems and processes that take their develop-
mental stages into account. 

Besides age, the PSA includes several crim-
inal history factors, prior failure to appear, 
and whether the current charge is for a violent 
offense. These risk factors are commonly 
used in pretrial assessments and similar 
instruments to input factors used to develop 
sentencing guidelines (e.g., Minnesota, 
Pennsylvania) related to prior criminal record 
and offense gravity scores (e.g., severity of 
the charged offense). Harcourt (2010) takes a 
strong stance against using criminal history as 
a risk factor because communities of color are 
over policed, charged, and sentenced relative 
to white neighborhoods. In one of the most 
comprehensive analyses of criminal history 
and sentencing, Frase, Roberts, Hester, & 
Mitchell (2015) note that some legal theo-
rists suggest that prior criminal activity does 
not make one more culpable for the current 
offense (Hessick & Hessick, 2011), while more 
retributive theorists view repeat offending 
deserving of harsher punishments (Mahon, 
2012). Frase et al. (2015) described the use of 
criminal history scores to make sentencing 
decisions, but there is a lack of guidance about 
the ethical implications of using prior convic-
tions to make pretrial decisions. 

The pretrial phase operates according to 
different legal rules than sentencing; in United 
States v. Salerno, the U.S. Supreme Court 
upheld the use of dangerousness and flight risk 
as appropriate factors to consider when mak-
ing pretrial detention decisions.12

12 Although Salerno allowed for pretrial detention 
decisions to include concerns of dangerousness or 
flight, there are several variations across the states, 
with New York and New Jersey not allowing for 
detention based on dangerousness (see Baradaran 
& McIntyre, 2012). 

 In her 2016 
legal review, Gouldin traced the historical 
trajectory of pretrial rules, bail reforms, and 
pretrial risk assessments to show how danger-
ousness is poorly defined and often conflated 
with flight risk. The PSA is unique because it 
uses three risk scales to assess the likelihood 
of failure to appear in court, an arrest for a 
new crime, and an arrest for a new violent 
crime, and combines this information to cre-
ate recommendations based on local practices. 
Unraveling the distinction between danger-
ousness and failure to appear is complicated, 
as someone with several failures to appear 
because the person lacks transportation, has 
a drug addiction, or simply forgot about the 
court date poses very different concerns than 
someone who fails to appear because of leav-
ing the jurisdiction or otherwise intentionally 
evading the court (Kohler-Hausmann, 2020). 

Conclusion 
Every day judges make thousands of pre-
trial release decisions about the millions of 
individuals booked into jails each year. Most 
pretrial detention decisions are made with-
out the aid of a risk assessment instrument. 
Instead, the bulk of these decisions are made 
relying on judicial intuition, legal knowledge, 
courtroom norms, and local cultural deter-
minants (DeMichele, Baumgartner, Barrick, 
et al., 2019). These decisions are aided by 
heuristics or mental schemas that ease cogni-
tive operations involved in decision making. 
We briefly sketched out how humans come to 
rely on automatic cognitive processes when 
making most decisions, but these automatic 
assessments can be wrong, as they draw 
on potentially faulty associations, imprecise 
pattern recognition, and stereotypes. These 
cognitive errors have major implications for 
pretrial decision making, especially regarding 
race, gender, and class, with judges potentially 
associating Blackness, maleness, and pov-
erty with aggression, aversion, and hostility 
(Papillon, 2013). If judges—as do the rest of 
us—have the potential to draw erroneous 
associations with various ascribed statuses, 
can risk assessments override or provide a 
cognitive speed bump, if you will, to these 
automatic processes (Guthrie et al., 2007)? 

The current article reveals at least three 
central findings from the judicial interviews. 
First, judges struggle to balance the impor-
tance of subjective (extra-legal factors) and 
objective criteria provided in the PSA, as they 
want to know more about the story behind the 
defendant. Second, judges want (and need) 
to know more about the PSA (or other risk 
assessments being used) to understand how 
the PSA was developed, how the recommen-
dations came about, and to learn more about 
accuracy and errors related to the PSA. 

Third, judges have mixed perspectives 
on racial bias during the pretrial phase and 
the role of the PSA. Some judges expressed 
that pretrial is an objective system devoid of 
bias, and they are not conscious of race, gen-
der, or other ascribed statuses when making 
decisions. However, given the findings from 
cognitive science and unconscious bias, one 
is left to wonder how such over-reliance on 
the objectiveness of the system might inad-
vertently contribute to bias. Other judges were 
more aware of the subtleties of bias and were 
appreciative that the PSA does not include 
irrelevant factors such as homelessness, but 
instead focused on current and past behav-
iors. Still others challenged the reliance on 
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criminal history items due to structural racism 
and differential enforcement, prosecution, 
and sentencing. The nuanced views about 
racial disparity hopefully signal a willingness 
from the judiciary to be reflective about the 
potential for disparities on both conscious and 
unconscious levels. 

There is a national debate about whether 
pretrial risk assessments exacerbate bias. 
Outside of the methodologically questionable 
ProPublica study, however, there has yet to 
be a study showing that pretrial assessments 
exacerbate bias in pretrial systems (Desmarais, 
Zottola, Clarke, & Lowder, 2021). There is 
substantial evidence that unstructured human 
judgment is flawed and routinely results in 
“inconsistent assessment of base rates, poor 
understanding of probabilities of outcomes, 
and little understanding of the influence 
of irrelevant information” (DeMichele 
& Baumgartner, 2021: 17). Pretrial system 
reformers are arguing about the merits of 
assessment instead of focusing on how to use 
assessments to contribute to improvements 
in decision making structures. Something 
that we did not focus on in this paper is that 
judges do not make release decisions on their 
own. Rather, they are positioned within a 
rigid bail system. In fact, when looking at 
released populations, one finds that pretrial 
release looks somewhat random according 
to a risk distribution (Kleinberg, Lakkaraju, 
Leskovec, Ludwig, & Mullainathan, 2018). 
There are many low-risk individuals detained 
and many higher risk individuals released. 
This is because pretrial release (often) is 
determined by one’s ability to post bail. Money 
is a major problem with pretrial detention 
and release decisions, not risk assessments. 
Access to money is not spread evenly across 
the population, and as such societies’ most 
vulnerable—not the most dangerous, blame-
worthy, or culpable—will be detained. 
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